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Abstract 

Automated chatbots powered by artificial intelligence (AI) can act as a ubiquitous point of 
contact, improving access to healthcare and empowering users to make effective decisions. 
However, despite the potential benefits, emerging literature suggests that apprehensions 
linked to the distinctive features of AI technology and the specific context of use (healthcare) 
could undermine consumer trust and hinder widespread adoption. Although the role of trust 
is considered pivotal to the acceptance of healthcare technologies, a dearth of research exists 
that focuses on the contextual factors that drive trust in such AI-based Chatbots for Self-
Diagnosis (AICSD). Accordingly, a contextual model based on the trust-in-technology 
framework was developed to understand the determinants of consumers’ trust in AICSD and 
its behavioral consequences. It was validated using a free simulation experiment study in India 
(N = 202). Perceived anthropomorphism, perceived information quality, perceived 
explainability, disposition to trust technology, and perceived service quality influence 
consumers’ trust in AICSD. In turn, trust, privacy risk, health risk, and gender determine the 
intention to use. The research contributes by developing and validating a context-specific 
model for explaining trust in AICSD that could aid developers and marketers in enhancing 
consumers’ trust in and adoption of AICSD. 

Keywords: Artificial Intelligence, Health Chatbot, Trust in Technology, Explainability, 
Contextualization, Free Simulation Experiment. 

1 Introduction 

The popularity of autonomous chatbots/conversational agents (CAs) has grown substantially 
in recent years, owing to recent advancements in artificial intelligence (AI) technology and the 
growing digitalization of industries (Araujo, 2018; Chi et al., 2021). An AI-based health chatbot 
is an autonomous system that can converse intelligently about healthcare-related issues in 
either audio or textual format (Laumer et al., 2019; Prakash & Das, 2020). These chatbots are 
posited to address the most pressing problems of healthcare services, such as misinformation, 
information overload, and timely access to quality healthcare (Denecke et al., 2019; Wang & 
Siau, 2018). An exciting innovation in this area is the AI-based chatbots for self-diagnosis 
(AICSD) (Laumer et al., 2019). These user-facing intelligent applications engage with 
individuals in real-time, collect information about the condition from the user, make 
personalized diagnostic inferences from the data, and offer recommendations. Ada Health, 
Microsoft Healthbot, NHS chatbot, Babylon Health, etc., are popular AICSDs offering direct-
to-consumer diagnosis/triage services (Siwicki, 2018). The global healthcare chatbot market 
size is growing at a CAGR of 21.56% and is expected to be US$ 967.7 million by 2027 (PR 
Newswire, 2021).  
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AICSDs are seen as credible alternatives to traditional search engines and can potentially 
improve access and alleviate the overburdened healthcare resources (Wang & Siau, 2018). 
However, the benefits promised come with significant risks to the safety and life of patients as 
there are doubts regarding the efficacy and accuracy of such chatbots (Bickmore et al., 2018; 
Laranjo et al., 2018). Further, handling personal health information raises a plethora of issues 
relating to data privacy, security, consent, and ownership (Powell, 2019). Moreover, regardless 
of how effective and reliable they are, most of these bots, by virtue of their inscrutable 
algorithms, provide little hints as to how they arrive at their decisions, raising concerns about 
transparency, accountability, and responsibility – which are fundamental to building trust in 
a system (Gille et al., 2020; Powell, 2019; Rai, 2019). Further, it is observed that the perceived 
humanness of these intelligent agents elicits paradoxical responses from the users (Ho & 
MacDorman, 2017). This may further exacerbate the consumers’ trust in these applications. 
Thus, the adoption of this promising healthcare technology faces acute challenges owing to its 
unique characteristics and the sensitivity of the context (O’Connor et al. 2021). 

Prior research has argued that trust in specific technology is central to understanding 
individual technology use behavior (Mcknight et al., 2011). Trust in AICSD is the belief that it 
has the essential qualities to provide competent, reliable, and truthful symptom-checking and 
triage services. Further, studies on AI-enabled systems in general (Bach et al., 2022; Hengstler 
et al., 2016) and those specific to AI-based health chatbots (Laranjo et al., 2018; Nundy et al., 
2019) indicate that lack of trust in the system could be one of the major impediments to the 
adoption. Hence, it is valuable for practitioners to know the comprehensive set of 
interconnected factors that predict the trust in AICSD to debottleneck its adoption. 

However, academic research into this specific area of patient/consumer trust in AI applications 
in healthcare (including chatbots) has been sparse (Asan & Choudhury, 2021; Laumer et al., 
2019; O’Connor et al., 2021; Prakash & Das, 2020). Research on the specific issue of what 
constitutes consumers’ trust in AICSD and the conditions for achieving it is yet to be explored 
(O’Connor et al., 2021; Prakash & Das, 2020). Moreover, AICSD, due to their unique 
characteristics, raises an array of new concerns, such as patient safety, lack of transparency, 
and trust manipulation (through deceptive use of anthropomorphic features) (Bach et al., 2022; 
Hengstler et al., 2016; Miner et al., 2019; Prakash & Das, 2020; Rai, 2019; Scorici et al., 2022). 
Consequently, existing trust models that work in the contexts of non-AI systems/generic 
information technologies (IT) may not be relevant to AI-based systems, given these unique 
characteristics (Lockey et al., 2021). Additionally, the context adds another layer of complexity 
as the AI chatbot usage in a non-health setting (e.g., retail, banking, etc.) cannot be compared 
to the unique healthcare context in which AICSD is used (O’Connor et al., 2021). Therefore, 
we must rethink and appropriately contextualize the existing trust models, which were 
developed for generic technologies and non-health settings, before using them to understand 
the complex nature of trust in AI-based technology in healthcare services (chatbot for self-
diagnosis). Such contextualization may generate rich theoretical and practical insights (Johns, 
2006; Hong et al., 2014). 

We, therefore, aim to develop a contextualized research model to understand the determinants 
of consumers’ trust in AICSD and its behavioral consequences. In line with this purpose, we 
propose the following research questions: (1) What factors determine consumers' trust in 
AICSD? (2) How does consumers’ trust in AICSD impact the behavioral intentions to use it? 
To this end, a contextualized model was formulated by integrating relevant contextual factors 
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into the trust in technology framework (Mcknight et al., 2011). The model was tested 
empirically using a free simulation experiment (Fromkin & Streufert, 1976) in India.  

The findings of this study indicate that perceived anthropomorphism, perceived information 
quality, perceived explainability, disposition to trust technology, and perceived service quality 
predict trusting beliefs in AICSD and trusting beliefs, risk beliefs (related to privacy and 
health), in turn, determine intention to use. Results also reveal the interplay between trust and 
risk perceptions wherein trust in AICSD contributes to assuaging the risk perceptions, thus 
indirectly helping to improve the intention to use. The study contributes to the theory and 
practice by developing and validating a contextual research model that captures the 
complexity of the novel technology and the setting in which it is deployed (healthcare). The 
insights from the study will aid designers and developers in creating trustworthy and 
purpose-fit AICSD, which could lead to a greater return on investment for organizations. 

2 Literature review 

2.1 Prior research on AI-based health chatbots 

Chatbots are software programs that can converse with humans via text or voice via interactive 
interfaces (McTear et al., 2016). Technology has improved considerably in the more than six 
decades since the invention of the first chatbot, ELIZA, from being able to recognize a few 
keywords to having real-time voice conversations with people. Much of this progress can be 
attributed to the development of advanced Machine Learning (ML) algorithms and 
computational linguistics (Shah et al., 2016). New-generation chatbots are being widely 
deployed across various industries to automate interaction with customers (Følstad & 
Brandtzæg, 2017).  

In the domain of healthcare services, AI-based chatbots are poised to play a significant role in 
supporting/complementing human service providers. There is an increasing body of research 
evidence favoring the effectiveness of the use of chatbots for supporting behavioral changes, 
mental health therapy, support for the elderly, etc. (Laranjo et al., 2018). AI-powered chatbots 
that can check symptoms and triage patients (Wang & Siau, 2018) with their dynamic learning 
capability and Natural Language Processing (NLP), represent a huge leap from the earlier 
generation of symptom checkers, which simply used programmed decision trees to match 
symptoms with diseases (Razzaki et al., 2018; Wang & Siau, 2018). Despite the immense value, 
the literature on AICSD is scant (Laumer et al., 2019; O’Connor et al., 2021; Prakash & Das, 
2020). Previous research on AICSD has focused on issues such as design and development 
(Minutolo et al., 2018), estimation of efficacy (Razzaki et al., 2018), and patient risk (Bickmore 
et al., 2018); research on consumer/patient perspectives on the use is scant. The table below 
(Table 1) summarizes the available literature on the use of AICSD. 

Study Objective Theory Methodology Important findings 
Razzaki et 
al. (2018) 

To validate the 
accuracy and safety of 
AICSD. 

NIL Experimental 
study 

AICSD was able to detect the 
medical condition presented by a 
clinical scenario with accuracy 
similar to human doctors. 

Bickmore 
et al. (2018) 

To ascertain the extent 
and nature of the harm 
that could be caused by 
using CAs for medical 
information. 

NIL Scenario-based 
experiment 

Identified failure modes of CAs 
in the scenarios tested. Found 
that subjects were led to take 
actions that could have caused 
harm (12.4%) or death (6.9%). 
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Wang & 
Siau (2018) 

To formulate a theory 
on trust in health 
chatbots. 

Keeney’s 
Value-
focused 
thinking 

Conceptual Reviewed factors affecting trust-
building in health chatbots. 
Proposed a study to formulate a 
theory on trust in health chatbots. 

Laumer et 
al. (2019) 

To develop a 
conceptual model that 
explains consumer 
adoption of AICSD. 

UTAUT2 Qualitative – 
Semi-structured 
interviews 
(n=35) 

Developed a research model that 
explains the adoption of CAs for 
disease diagnosis by extending 
the UTAUT2 model with factors 
such as privacy risk, trust in 
provider and system, 
compatibility, experience in e-
diagnosis, and access to the 
health systems. 

Nadar-
zynski et 
al. (2019) 

To explore the 
participant’s 
willingness to engage 
with an AI-based 
health chatbot. 

TFA Mixed-Method: 

interviews 
(n=29), Survey 
(n=216), Binary 
regression. 

Analysis of the interviews 
revealed user concerns about 
cyber-security, the accuracy of 
the bot, and the inability of AI-
based chatbots to empathize. 
Perceived IT skills, dislike for 
talking to computers, perceived 
utility, attitude, and perceived 
trustworthiness were correlated 
with acceptability. 

Prakash & 
Das (2020) 

To explain consumer's 
trust in AICSD. 

TTM, Risk 
Theory, SRT 

Quantitative – 
Survey 

(n= 107), SEM 

Social presence, usefulness, safety 
risk, and propensity to trust 
predicted trust in AICSD. The 
effect of ease of use, privacy risk, 
and third-party endorsement was 
insignificant. Trusting beliefs 
determined trusting intention. 

Mesbah & 
Pumplun 
(2020) 

To investigate the 
factors that influence 
seniors' adoption of 
health chatbots. 

UTAUT2 Qualitative – 
Semi-structured 
interviews 
(n=21) 

Proposed an extended UTAUT2 
model with additional factors 
such as technology anxiety, 
privacy risk, trust, resistance to 
change, etc., to explain the 
acceptance of health chatbots by 
seniors. 

Fan et al. 
(2021) 

To understand the 
usage of health 
chatbots in the actual 
world, as well as the 
difficulties and 
limitations of their 
usage. 

NIL Case study – 
Data-driven 
approach in 

analyzing the 
system log 
47,684 
consultation 
sessions over six 
months 

Users consulted on a wide variety 
of issues, especially those that 
entail privacy and social stigma. 
A significant percentage of users 
left their consultation in the 
middle. Identified user concerns 
such as insufficient actionable 
information and inaccurate 
diagnostic suggestions. 

Seitz et al. 
(2021) 

 

 

 

To understand the 
difference between 
trust and distrust 
toward diagnosis, 
chatbots 

TTM Qualitative –
Interviews, 
brainstorm 
sessions, think-
aloud, and 
participatory 
observation 
(n=8) 

Findings reveal that distrust in 
chatbots arises affectively, 
whereas trust arises cognitively. 
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O'Connor 
et al. (2021) 

To develop a 
theoretical framework 
that explains patients’ 
trusting intentions 
towards robots in 
healthcare 

TTM Conceptual Proposes a conceptual framework 
based on trust in technology 
model for investigating trusting 
intentions towards intelligent 
agents in healthcare. 

 

Table 1.  Prior research on the use of AICSD 
Note. UTAUT2, Unified theory of acceptance and use of technology; TTM, Trust in technology model; SRT, 
Social response theory; TFA, Theoretical framework of acceptability of healthcare interventions; SEM, Structural 
equations modeling. 

The current literature on consumer/patient perspectives majorly focuses on acceptance/ 
adoption (Laumer et al., 2019; Mesbah & Pumplun, 2020; Nadarzynski et al., 2019) and the 
actual use of AICSD (Fan et al., 2021). It is observed that the issue of trust in AICSD (O’Connor 
et al., 2021; Prakash & Das, 2020; Seitz et al., 2021; Wang & Siau, 2018) is an emerging area of 
interest. In terms of the methodologies used, most of these studies are conceptual or qualitative 
in nature (Laumer et al., 2019; Mesbah & Pumplun, 2020; O’Connor et al., 2021; Seitz et al., 
2021; Wang & Siau, 2018) with the exceptions of Prakash and Das (2020) (quantitative), 
Nadarzynski et al. (2019) (mixed-methods) and Fan et al. (2021) (data-driven approach). With 
respect to the theoretical foundations of the studies, technology acceptance theories (UTAUT2 
and TFA) and trust in technology model (TTM) are most frequently used.  

We make a few important observations from our analysis of the available literature. First, 
despite the agreement that customer trust is critical for the successful adoption of AICSD 
(Laumer et al., 2019; Mesbah & Pumplun, 2020; Nadarzynski et al., 2019), research on this topic 
is not adequately represented in the literature. The first attempt in this direction was by Wang 
and Siau (2018), which proposed developing a trust framework but provided no empirical 
findings. The only empirical study that attempted to study the determinants of trust in AICSD 
was by Prakash and Das (2020). Although this study provides some preliminary insights into 
the consumer’s trust in AICSD, it just re-applies well-known theories in a new context but fails 
to consider the unique context-specific AI-specific factors that might influence trust. Another 
recent study (Seitz et al., 2021), which explored the difference between trust and distrust 
towards diagnosis chatbots using a qualitative approach, found that distrust has affective 
roots, whereas trust arises cognitively. A more recent study on trust in healthcare robots 
(O’Connor et al. 2021) points out that healthcare possesses a unique context compared with its 
counterparts (e.g., manufacturing, retail) and argues for the need to explore contextual factors 
influencing patients’ trusting intentions towards robots in healthcare.  

Second, we argue that prior research on similar technologies like healthcare IT (Song & Zahedi, 
2007; Xie et al., 2020) may not adequately explain the trust in and use of the novel AI-based 
chatbots for self-diagnosis. This is primarily due to its unique characteristics - autonomous 
nature, anthropomorphic features, self-learning ability, superhuman accuracy levels, inherent 
bias, and the non-transparent nature of the algorithms (Hengstler et al., 2016; O’Connor et al., 
2021; Rai, 2019). Further, AI-based chatbots are an exception among software tools due to their 
position as highly responsive interaction partners. They exhibit specific social traits as 
compared to previous generations of information systems (IS) since they simulate human 
intelligence and are capable of independent decision-making (Glikson & Woolley, 2020). They 
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are also anthropomorphized deliberately to make the interaction more natural (Feine et al., 
2019). 

Third, these unique attributes of AI-based systems raise a plethora of new concerns, such as 
patient safety (Prakash & Das, 2020; Miner et al., 2019), lack of transparency (Rai, 2019), and 
concerns of trust manipulation through deceptive use of anthropomorphic features (Bach et 
al., 2022; Scorici et al., 2022). The existing models of trust in technology (McKnight et al., 2011) 
or healthcare IT (Song & Zahedi, 2007; Xie et al., 2020) or recent ones on AI-based 
chatbots/personal assistant (Zierau et al., 2020) does not adequately capture the intricacies in 
the context of AI-based chatbot applied in a self-diagnosis context (O’Connor et al. 2021). 
Hence, we strongly believe that the existing models on trust are ineffective in capturing the 
phenomenon of trust in AICSD in its full essence. Therefore, we must rethink and 
contextualize existing theoretical models on trust in technology, which were initially 
developed for non-AI-based technologies, before we can use them to understand the trust 
formation in AICSD and its behavioral consequences. Such contextualization can lead to rich 
theoretical and practical insights (Johns, 2006; Hong et al., 2014). 

2.2 Theoretical background 

From a thorough review of the literature on trust, we believe the framework of trust in 
technology (TTM) (Mcknight et al. (2011) and Lankton et al. (2015) could be a useful model in 
explaining the complex phenomena of trust in AICSD. Trust generally represents “the 
willingness of a party to be vulnerable to the actions of another party based on the expectation 
that the other party will perform a particular action important to the trustor, irrespective of 
the ability to monitor or control the party” (Mayer et al., 1995, p.712). Prior research has 
established that trust is central to understanding human behavior in diverse domains ranging 
from workgroup dynamics to commercial relations (McKnight et al., 2011). Trust was studied 
originally in the context of interpersonal relationships (Mayer et al., 1995); later, it was 
extended to explain the human relationship with nonhuman entities (McKnight et al., 2011). 
Accordingly, trust (or, more accurately, trusting beliefs) in technology is defined as “the beliefs 
that a specific technology has the attributes necessary to perform as expected in a given 
situation in which negative consequences are possible” (McKnight et al., 2011, p.7).  

The original model operationalizes the trust in technology constructs consisting of three sets 
of concepts: (a) disposition to trust general technology, (b) institution-based trust in 
technology, and (c) trust in a specific technology. Disposition to trust captures person-specific 
characteristics that can influence trust formation in a specific technology (Mcknight et al., 
2011). Institution-based trust focuses on the belief that success is likely due to the presence of 
supportive situations and structures tied to a specific context or a class of trustees (e.g., 
structures and guarantees, such as third-party certifications/seals and privacy assurances). 
Unlike disposition to trust, institution-based trust beliefs are highly situation-specific. 
Furthermore, trust in technology shapes both users’ attitudes and behavior toward the target 
technology (Lankton et al., 2015). It is an important psychological step that enables the users 
to rule out the probability of unintended consequences of using the technology and increase 
the intention towards using it (Gefen et al., 2003a). 

Additionally, to adequately capture the specificity of the context, we did a thorough review of 
the literature on trust in AI-based technologies (Bach et al., 2022; Lockey, 2021) and closely 
related applications such as social robots (Naneva et al., 2020), intelligent conversational 
agents (Zierau et al., 2020) to understand the relevant factors that could impact the user’s trust. 
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As per the social response theory (SRT), humans are predisposed to see computers as “social 
actors” unconsciously, even when they are aware that they lack feelings, motives, or intentions 
(Nass & Moon, 2000). This is particularly true when technology exhibits anthropomorphic 
(human-like) characteristics such as verbal skills or physical appearances (Troshani et al., 
2020). It is widely agreed that anthropomorphism is one of the fundamental characteristics 
that separate AI systems from non-AI systems (Troshani et al., 2020). Anthropomorphism is 
defined as “the attribution of human-like characteristics, behaviors, and emotions to 
nonhuman agents” (Adam et al., 2020). Anthropomorphic design characteristics 
(social/emotional cues) of an agent trigger a sense of social presence (“awareness of the other 
person in the interaction” (Short et al., 1976, p. 65)) leading to a sense of emotional closeness 
and/or social connectedness with the agent, this ultimately increases trust (Adam et al., 2020; 
Qiu & Benbasat, 2009). Consequently, humans tend to apply social rules to 
anthropomorphically designed systems during an interaction (Nass & Moon, 2000). However, 
it is also observed that even though human likeness improves user affinity when it increases 
beyond a certain point, it can trigger a sense of eeriness (Ho & MacDorman, 2017). Moreover, 
anthropomorphic design cues can also create undue trust in the agents and, hence, could be 
used to manipulate the users into trusting untrustworthy systems (Culley & Madhavan, 2013). 
Hence, consumers’ perception of anthropomorphism in the AICSD could play a substantial 
role in the formation of trust. 

Similarly, another prominent concern related to the use of AI-based technologies in aiding 
decision-making is the non-transparent black-box nature of the algorithms (Rai, 2020). 
According to the literature, the "black box" problem is one of the key barriers to promoting 
users' trust and acceptance of AI systems. Decision-makers have difficulties comprehending 
how AI systems generate specific results (Adadi & Berrada, 2018), especially in healthcare 
settings (London, 2019). Building trust is hence considered necessary to deal with complexity 
and ambiguity since people cannot fully comprehend the inner workings of non-transparent 
AI systems (Rai, 2019). Transparency into the inner processes of AI systems and the 
explainability of why a certain outcome was generated is essential to building trust (Rai, 2019). 
Hence, the perceived explainability of the system is a critical factor to be considered while 
modeling trust in AICSD (Rai, 2019). 

Further, as a recommender of health information, the perceived quality of both information, 
the system, and the overall service provided could influence trust formation. The IS success 
model by DeLone and McLean (2003) linked these quality factors to system use, user 
satisfaction, and, ultimately, to IS success. Empirical studies that followed revealed that these 
quality factors were the fundamental drivers of system use, user satisfaction, and trust 
formation process in various systems, specifically the e-health systems. E.g. Song and Zahedi 
(2007) argued that for health infomediaries to become customers’ favorite information source, 
it is critical to foster trust in the quality of information they provide. The infomediary's 
interactivity and ease of use (key dimensions of system quality) were crucial to fostering 
loyalty and trust (Song & Zahedi, 2007). Moreover, a recent qualitative study investigating the 
requirements for trust for AI systems identified system quality and service quality as 
important prerequisites for building trust (Bedué & Fritzsche, 2022). Accordingly, we believe 
the perceived IS quality (DeLone & McLean, 2003) could drive trusting beliefs in the AICSD. 

Further, trust implies the presence of uncertainties/risk factors in the usage context (McKnight 
et al., 2011). The users typically make a leap of faith in spite of the presence of these 
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uncertainties due to their confidence in the attributes of the specific technology (Gefen et al., 
2003b). From the literature, perceived risk generally denotes the probability of a loss as well 
as the perception or belief of unfavorable outcomes (Cunningham, 1967). It is usually 
measured as a consolidation of risk beliefs (e.g., financial, performance, physical, 
psychological, social, etc.) (Pavlou, 2003). Perceived risk is critical in establishing 
interpersonal, social, and economic relationships (Chiles & McMackin, 1996; Song & Zahedi, 
2007). According to existing research, a negative relationship often exists between perceived 
risk and “intention to transact” (Pelaez et al., 2019). In the context of AICSD, two specific risk 
beliefs are pertinent: perceived privacy risk and health risk. In this case, the privacy risk 
perception stems from the possibility of losing privacy while using the bot for diagnosis, which 
typically requires disclosing private personal information (Laumer et al., 2019). Similarly, 
health risk refers to the user’s perceptions of negative health consequences if the information 
provided by the chatbot is erroneous. According to the risk calculus perspective, users engage 
in a mental calculus of risk against benefits while attempting to depend on (trust) or use new 
technology. 

From the literature, it becomes clear that in order to explain the intricacies of the phenomenon 
under consideration, i.e., trust in AICSD, the contextual factors that are linked to the 
phenomenon have to be weaved into the fabric of the generic theory of trust in technology 
which is ineffective in its own to capture the phenomenon in its entirety (Prakash & Das, 2020). 
Given that studying the phenomenon of trust in AICSD and its consequences continues to be 
underexplored in the literature (Prakash & Das, 2020; O’Connor et al., 2021), and without 
identifying the comprehensive set of interconnected factors that drive trust in such 
technologies, the adoption by users is likely to lag behind the rapid pace of technological 
advancement. Hence, we took a contextualized approach to modeling trust in AICSD. 

2.3 Contextualization for trust in AICSD 

Context is defined as “situational opportunities and constraints that affect the occurrence and 
meaning of organizational behavior as well as functional relationship between the variables” 
(Johns, 2006, p. 386). According to Whetton (2009), context is a set of factors around a 
phenomenon that exerts a direct or indirect impact. In information systems, the research 
context refers to the characteristics and usage context of the technology artifact (Orlikowski & 
Iacono, 2001). Prior research has observed that although embracing contextualization may 
necessitate researchers to sacrifice parsimony and generalizability (Hong et al., 2014), its 
impact on research outcomes can be powerful (Johns, 2006). It is observed that 
contextualization helps develop a comprehensive understanding of the interaction between 
technology, people, and context, without which the findings of the study might be incomplete 
(Johns, 2006). Furthermore, contextualization can make the research appealing to practitioners 
as the results are more relevant in solving practical problems (Breward et al., 2017; Johns, 
2006).  

Hong et al. (2014) provide some useful guidelines for context-specific theorizing in IS research. 
The paper outlines two major approaches for incorporating context into theory development. 
The first approach (single-context theory contextualization) typically starts with identifying 
some well-established general theories that are relevant to the domain of interest. Then, it 
incorporates contextual factors as antecedents of the core constructs, moderators of the 
relationship, or decomposing the core constructs into contextual factors (Hong et al., 2014). 
The identification of the context-specific factors can be based on past research on relevant 
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technologies and/or an in-depth analysis of the technology under investigation using 
qualitative methods (Hong et al., 2014). The second approach (cross-context theory replication) 
aims to replicate theoretical models in different contexts and consolidate findings into a 
context-contingent theory using meta-analysis. In this study, we use the first approach (Hong 
et al., 2014), where the well-established trust in technology theory is taken as the general 
framework and refined by incorporating relevant contextual factors as antecedents to the core 
theory constructs. 

Despite the growing interest in the use of AI-based tools for self-diagnosis, our literature 
review reveals that empirical studies concerning consumer trust in AICSD are limited both in 
terms of number and its examination of the antecedents that may influence the trust in AICSD 
(O’Connor et al., 2021). As discussed in section 2.1, a study by Prakash and Das (2020) is one 
of the first attempts to explain the drivers of trust in AICSD. The study followed Seitz et al. 
(2021), who explored the difference between trust and distrust towards AICSD without giving 
a comprehensive insight into the determinants. A more recent conceptual study (O’Connor et 
al. 2021) argued for a more contextualized model that incorporates contextual factors (such as 
individual characteristics/personality traits, explanation competency, health-related beliefs, 
etc.) to explain the complex phenomenon of trust in robots in healthcare. While these articles 
offer some insights into the intricate understanding of consumer trust in AICSD, they do not 
explicitly integrate the relevant contextual factors that could impact trust in AICSD. 

To address this gap, we followed guidelines proposed by Hong et al. (2014) and chose the TTM 
(McKnight et al., 2011) as the initial generic theoretical framework for explaining the trust in 
AICSD and its behavioral consequences. Subsequently, we combed through the relevant 
studies in the field to identify the relevant contextual factors as the antecedents of the 
contextualized core constructs. The approach of identifying contextual factors by examining 
extant literature is supported by Hong et al. (2014). We identified four sets of factors, namely 
perceived IS quality, perceived anthropomorphism, risk beliefs, and individual characteristics, 
as the key contextual factors that could influence the core constructs in the general model 
through a thorough literature review on AICSD and related technologies. We followed the 
guidelines by Hong et al. (2014) to decompose the higher-level risk beliefs into two specific 
risk perceptions, namely, health risk and privacy risk, which are relevant to AICSD usage. 
Further, following the guidelines of Hong et al. (2014), we also examine the interdependence 
between the salient characteristics of technology (e.g., trust signs), characteristics of users (age, 
gender, prior experience), users’ trusting beliefs, risk perceptions stemming from the 
sensitivity of usage context and behavioral outcomes (intention to use). The proposed 
theoretical model is explained in the following section. 

3 Hypotheses development 

The proposed theoretical framework (Figure 1) illustrates the hypothesized relationships 
between the constructs. As indicated earlier, trusting beliefs in a specific technology (AICSD) 
is the main dependent variable in the model, which refers to the user's perception that the 
specific technology (AICSD) possesses the necessary attributes to function as planned in a 
setting where adverse consequences are likely (McKnight et al., 2011). Intention to use AICSD 
was included as a behavioral outcome of trusting beliefs formed after the initial use. Intention 
to use also captures the essence of the concept of trusting intentions, defined as the intention 
to engage in trust-related behaviors (McKnight et al., 2002; Li et al., 2006, 2008). In the 
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subsequent sections, the proposed hypotheses are rationalized with appropriate theory and 
supporting evidence from the related literature.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Theoretical framework 

3.1  Trusting beliefs and behavioral intentions to use 

Trusting beliefs (or trust) in technology refers to the user's perception that the specific 
technology possesses the necessary attributes to function as planned in a setting where adverse 
consequences are likely (McKnight et al., 2011). Regardless of whether an objective technology 
characteristic exists, users' views about performance could vary based on their experience or 
the context in which it is used (McKnight et al., 2011). Trusting beliefs are typically assessed 
using human-like trust beliefs or systems like trust beliefs depending on the degree of 
technology humanness (Lankton et al., 2015). An AI-based chatbot qualifies as a human-like 
technology due to its anthropomorphic features. Hence, human-like trusting beliefs could be 
used to measure trusting beliefs (Lankton et al., 2015). Competence is the notion that a 
person/entity possesses the abilities, competencies, and traits necessary to have an influence 
in the domain of interest. Benevolence is the presumption that a person/entity will want to do 
good for the trustor for reasons other than self-centered benefits. Finally, the belief that a 
person follows an appropriate set of standards is referred to as integrity (Lankton et al., 2015; 
McKnight et al., 2002). The higher the perceptions along the competence dimension about the 
technological artifact, the higher will be the perception that it can perform as intended. Similar 
higher benevolence will reduce the likelihood of opportunistic behavior from the part of the 
technology artifact (McKnight et al., 2002). Finally, higher integrity implies that the AICSD 
sticks to the ethical guidelines. Together, these would create confidence in using the system 
and hence promote usage intentions. We also know from the literature that trusting beliefs in 
technology drive behavioral intentions (Lankton et al., 2015; Li et al., 2008; McKnight et al., 
2002, 2011). People who believe that the technology has the characteristics that make it 
trustworthy are more inclined to trust it and show intentions to rely on or use it (McKnight et 
al., 2011; Lankton et al., 2015). Hence, we suggest the following hypothesis, 
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H1: Trust (trusting beliefs) will positively influence the intention to use AICSD. 

3.2 Disposition to trust technology and trust 

Disposition to trust refers to a tendency to trust other people (Meyer et al., 1995; Rotter, 1971). 
When applied to the technology context, disposition to trust is the extent to which the person 
displays a consistent tendency to be willing to depend on technology in general across a broad 
spectrum of situations and technologies (McKnight et al., 2011). According to the literature on 
trust, it is neither technology-specific nor situation-specific, unlike trusting beliefs and 
intentions, which are object-specific but cross-situational (McKnight & Chervany, 2001; 
McKnight et al., 2011). This construct primarily derives from trait psychology, and it states 
that actions/behaviors are molded by specific childhood-derived characteristics that become 
more or less stable through time. (McKnight & Chervany 2001). People may grow up with a 
disposition or develop because of their life experiences (McKnight & Chervany 2001). 
Dispositional trust will affect trusting beliefs (in specific technology) when the situation and 
technology are unfamiliar. Thus, if the individual has a higher disposition to trust technology 
(DT) in general, in the case of novel technology in an unfamiliar situation, he or she is likely to 
rely on this dispositional propensity. As a result, he/she is likely to form favorable opinions 
and beliefs about a novel technology like AICSD. Moreover, DT has been identified as a 
positive driver of trust (trusting beliefs) in various technology use settings (Chi et al., 2021; 
McKnight et al., 2011; Lankton et al., 2015). Accordingly, we propose,  

H2: User’s disposition to trust technology is positively related to their trust (trusting beliefs) in AICSD.  

3.3 Trust signs and trust 

Trust signs/cues are generally referred to as characteristics of an online service that users 
evaluate when determining the trustworthiness of the online service (Hoffman et al., 2014; 
Wang & Benbasat, 2008). In the case of health infomediaries, these informational cues include 
self-regulating policies such as privacy and security declarations, as well as third-party seals 
that ensure the provider adheres to fundamental ethical standards while providing 
information on its website (Song & Zahedi, 2007). It could also include users' feedback/reviews 
about the services offered. Hence, we define trust signs in this context as “users' perceptions 
about privacy assurance, third-party seals/certificates, and user reviews/ratings on the 
AICSD.” The effectiveness of trust cues/signs is based on “signaling theory” (Bacharach & 
Gambetta, 2001). The trust cue/signs activate previously engraved cognitive and affective 
associations in the mind, allowing for rapid information processing and decision-making 
(Hoffmann et al., 2014; Wells et al., 2011). There are several reasons why these trust signs could 
bolster trust. For example, endorsements from previous users showcase the previous use of 
the service and signal a social norm regarding the general acceptability to the users 
(Pennington et al., 2003; Rice, 2012). Similarly, third-party seals/certificates could signal 
adherence to the ethical standards and best practices, which the user interprets as a decreased 
likelihood of opportunistic behavior on the part of the provider (Hoffmann et al., 2014). Thus, 
trust signs are elements designed to convince consumers that there is no risk in using the 
system and reaffirm their perceptions about the integrity of the system (Pennington et al., 2003; 
Song & Zahedi, 2007). These cues could strengthen consumers' trusting beliefs in the bot's 
integrity, benevolence, and competence (Hoffman et al., 2014; Song & Zahedi, 2007). It has 
been demonstrated earlier that trust signs/cues directly impact trusting beliefs in the case of 
the website used for online services (Hoffmann et al., 2014; McKnight & Chervany, 2001). 
Hence, based on these arguments, we propose,  
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H3: Trust signs will positively influence trust (trusting beliefs) in AICSD. 

3.4 Perceived explainability and trust 

The deep learning approaches used by AI systems are typically inscrutable (Rai, 2020). Thus, 
the users of AI systems typically have little understanding of why a particular decision is being 
recommended by the system (Zierau et al., 2020). This inscrutability may exacerbate the issue 
of trust, particularly in settings where the implications are significant (Rai, 2020).   Machines 
are beneficial to the extent their actions can be expected to achieve the user’s objectives 
(Russell, 2019). Suppose no information is provided on why a particular recommendation is 
being suggested; then the user at that point has no logical reason to believe that the course of 
action suggested by the chatbot could be relevant and beneficial for him/her (the consequences 
may not be immediately apparent). The lack of visibility and uncertainty thereof is likely to 
undermine the user’s beliefs about the competence of the AICSD. The inscrutability and the 
resultant ambiguity about the functionality may also lead to the system being rejected by the 
users (Rai, 2020; Zierau et al., 2020). 

Literature on trust in AI systems argues that over and above the information about the 
accuracy and performance of the AI system, providing an explanation about the system’s 
behavior is likely to make the recommendation more valuable/actionable and can thus boost 
the user’s trust in the AI system (Rai, 2020). However, although users will be interested in 
knowing “why” a particular diagnosis is recommended, they are not likely to be interested in 
knowing “how” the complex AI algorithms arrived at the recommendation (Rai, 2020). High 
degrees of transparency about how AI models work could be counterproductive as it can entail 
high attention costs, create information overload, and annoy end-users (Rai, 2019). Thus, a 
simple “why” explanation instead of a complex “how” is likely to suffice (Rai, 2020). 
Moreover, the explanation-driven trust stream of research in chatbots argues for the 
significance of explanation in the formation of trust in AI-powered chatbots (Zierau et al., 
2020). Additionally, recent research on personalized AI recommendation systems has 
identified and validated the role of explainability in determining users’ trust (trusting beliefs) 
in the system (Shin, 2020). Hence, we propose,  

H4: Perceived explainability will positively influence the users’ trust (trusting beliefs) in AICSD. 

3.5 Perceived information quality and trust 

The most significant aspect for users of health information is the quality of information (Song 
& Zahedi, 2007). Perceived information quality in this context can be defined as the user’s 
cognitive beliefs about the usefulness, adequacy/completeness, accuracy, relevance, currency, 
and understandability of the information provided by the AICSD. It has already been 
established as a crucial factor in the trust-building process in online interactions (Nicolaou & 
McKnight, 2006; Song & Zahedi, 2007). Since perceived information quality involves the user’s 
perception of positive information attributes such as accuracy and completeness, it can impact 
the trustee's trusting belief–integrity (Nicolaou & McKnight, 2006). The users may interpret 
the accuracy and completeness of information as a sign that the health chatbot is committed 
to providing comprehensive and accurate information which enhances the user’s beliefs about 
the integrity of the chatbot in question (Nicolaou & McKnight, 2006; Song & Zahedi, 2007). 

Similarly, accurate, understandable, and reliable information could imply that the source of 
information is competent (Nicolaou & McKnight, 2006; Song & Zahedi, 2007). As a result, 
perceived information quality would have a positive relationship with the trusting belief–
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competence. Finally, higher perceived information quality also implies that the information is 
relevant, useful, and reliable to the end-user; it suggests that the chatbot is concerned enough 
to offer the user helpful information (Song & Zahedi, 2007). Therefore, perceived information 
quality should also influence the benevolence dimension of trusting beliefs. Thus, all three 
dimensions of trust may be positively influenced by the perceived information quality of the 
AICSD. Based on these arguments, we suggest,  

H5: Perceived information quality is positively related to their trust (trusting beliefs) in AICSD.  

3.6 Perceived system quality and trust 

Perceived system quality represents the features of an online system that is preferred in terms 
of usability, availability, responsiveness, and interactivity (DeLone & McLean, 2003). It reflects 
the user’s perceptions of the system's technical ability to provide easy and quick access to 
information (DeLone & McLean, 2003). Usability or ease of use is a key construct that impacts 
consumer trust in the context of e-commerce (Gefen et al., 2003a). Suppose the users perceive 
difficulty in accessing the needed information. They are likely to conclude that the health 
chatbot and its designers lack the competence to create a user-friendly design (Song & Zahedi, 
2007). Similarly, a lack of responsiveness and interactivity could cause the users to conclude 
that the health chatbot lacks the benevolence to address their queries (Song & Zahedi, 2007). 
Similarly, the feature that a health chatbot is always up and available signals the integrity and 
reliability of the system. In other words, the component dimensions of perceived system 
quality directly and positively influence the dimensions of trusting beliefs (i.e., benevolence, 
integrity/reliability, and competence). Hence, the following hypothesis is suggested, 

H6: Perceived system quality will positively influence their trust (trusting beliefs) in AICSD.  

3.7 Perceived service quality and trust 

Perceived service quality is defined as the consumer's perceptions of “an entity’s overall 
excellence or superiority” (Dagger et al., 2007, p. 124). In the current study context, we define 
perceived service quality as the user’s perception of the excellence of services provided by the 
AICSD. Customers/users typically use five aspects of service, “tangibles,” “reliability,” 
“responsiveness,” “assurance,” and “empathy,” while evaluating the service quality (Jiang et 
al., 2002; Parasuraman et al., 1988). Regarding its outcomes, service quality perceptions 
influence attitude and behavioral intention (Cronin et al., 2000). In this case, if the users 
perceive the chatbot to be highly reliable, they are likely to interpret that the chatbot is high 
on the integrity aspect, i.e., they consistently deliver what was promised. Similarly, assurance 
(the feeling of safety in transactions) adds to reliability, reinforcing the integrity dimension of 
trusting beliefs. Empathy and care shown by the chatbot, along with the promptness of the 
response provided (responsiveness), could signal that the chatbot is kind, thoughtful, and 
considerate of the requests made by the user. The agent's courteous, caring, and responsive 
behavior will inspire confidence in customers, especially in a high-involvement professional 
service context (Westinger, 1998). Finally, having a visually attractive user interface could 
signal significant investments on the provider's part, which could positively impact the user’s 
perception of the entity's functionality (Eisingerich & Bell, 2008). Thus, perceived service 
quality dimensions could positively influence the trusting beliefs in the AICSD. 

Additionally, prior research has discovered that in the context of professional, high-credibility 
services (e.g., e-healthcare), consumers' uncertainty may be reduced by providing consistent 
quality services, which will eventually lead to trustworthy relationships between consumers 
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and providers (Akter et al., 2013; Eisingerich & Bell, 2008). Overall, customers will be more 
trusting of an entity that routinely meets or exceeds their technical or core performance 
expectations (Eisingerich & Bell, 2008). Furthermore, the link between perceived service 
quality and consumer trust has been confirmed by subsequent research (Akter et al., 2013; 
Chiou & Droge, 2006; Eisingerich & Bell, 2008). Based on these arguments, we propose, 

H7: Perceived service quality is positively related to their trust (trusting beliefs) in AICSD.  

3.8 Perceived anthropomorphism and trust  

Anthropomorphism is an inductive inference mechanism whereby individuals attribute 
distinct human characteristics to nonhuman entities, especially the ability for critical thinking 
(agency) and conscious feeling (Epley et al., 2007).  Prior research has argued that the more 
technology appears to have human-like cognitive abilities, the more individuals will trust it to 
fulfill its intended purpose competently (Epley et al., 2006; Waytz et al., 2014). This prediction 
is based on the commonly understood connection between an individual’s perceptions of the 
mental states of others and competent action performed by them (Waytz et al., 2014). When 
people see an agent perform a competent action, they tend to believe that there is an intelligent 
mind inside that is performing the action with awareness and foresight. Attributing a human-
like mind to a nonhuman entity would make the agent appear more capable of managing its 
own actions and, thus, more able to execute its planned functions adeptly (Waytz et al., 2014). 
Thus, as the agent becomes more similar to a human, users are more prone to engage in the 
correspondence bias, attributing human motivations, reasoning powers, and capacities to this 
non-human machine (Culley & Madhavan, 2013). Therefore, as the agent (AICSD) displays 
human-like cognitive abilities, users start attributing a human-like intelligent mind to it 
(perceived anthropomorphism) and consequently would feel more confident in the agent’s 
abilities (Moussawi et al., 2020) to perform the medical diagnosis effectively (trust). Thus, high 
perceived anthropomorphism would lead to high trust in AICSD.  Additionally, recent 
research in autonomous cars (Waytz et al., 2014) and intelligent personal agents (Hu et al., 
2021; Moussawi et al., 2020) have demonstrated a positive link between perceived 
anthropomorphism and users’ trust in technology. On this premise, we suggest the following 
hypothesis,  

H8: Perceived anthropomorphism will positively influence trust (trusting beliefs) in AICSD. 

3.9 Trusting beliefs and risk beliefs 

In general, perceived risk refers to the likelihood of a loss as well as the perception or belief of 
unfavorable consequences (Cunningham, 1967). In the specific context of AICSD use, the two 
specific risk beliefs that can emerge are related to loss of privacy (perceived privacy risk) and 
related to the health and safety of the person who follows the chatbot recommendations. The 
research agrees that whether it is trust in people or trust in technology, both involve risk 
(McKnight et al., 2011). When a person trusts a cloud-based service, such as Dropbox, to safely 
store data, he or she exposes themselves to the risk and uncertainty associated with 
transferring data over the Internet and storing sensitive data on a server. Similarly, when an 
individual trusts an AICSD and decides to use it for self-diagnosis, he or she exposes 
themselves to the risk of their sensitive private data on their health and medical condition 
getting stolen and/or misused for target advertising (Laumer et al., 2019; Prakash & Das, 2020). 
Additionally, it exposes them to a risk of potential misdiagnosis (Wang & Siau, 2018) and the 
adverse health consequence resulting from it. In this way, risk, uncertainty, and lack of total 



Australasian Journal of Information Systems Prakash & Das 
2024, Vol 28, Research Article (Why) Do we trust AI? 

 15 

user control are the inherent contextual conditions present in all trusting scenarios (McKnight 
et al., 2011). So when an individual trusts another individual or technology artifact, it is 
because they have confidence in the trustee to perform as intended under the conditions of 
risk (McKnight et al., 2011). That is, despite the risk, the person takes a leap of faith based on 
their assessment of the attributes of the technology (Gefen et al., 2003b; Holmes, 1991; Nicolaou 
& McKnight, 2006).  

While research remains divided on whether trusting beliefs predict perceived risk or vice versa 
(Koller 1988, Pavlou & Gefen 2004), the majority of evidence shows that trust impacts risk 
perceptions (Gefen et al., 2003b; McKnight et al., 2017; Nicolaou & McKnight, 2006). Placing 
trust as a predictor of perceived risk is consistent with psychological descriptions of how 
trusting—as a leap of faith—provides a sense of security even when the outcomes are 
uncertain (Gefen et al., 2003b; Holmes, 1991; Nicolaou & McKnight, 2006). Accordingly, we 
propose the following hypotheses, 

H9a: Trust (trusting beliefs) in AICSD will negatively influence perceived privacy risk. 

H9b: Trust (trusting beliefs) in AICSD will negatively influence perceived health risk. 

3.10 Impact of trust signs on risk beliefs 

The trust signs include self-regulating policies such as statements about privacy security, 
third-party seals that guarantee that the health infomediary follows basic ethical codes (in 
recommending information), and reviews that reflect users' feedback. Tan and Theon (2003) 
noted that trustworthy cues are control mechanisms for reassuring online users. Further, 
according to Actor-Network Theory, trust signs are the inscription of the need to increase 
users' trust (Song & Zahedi, 2007). Trust signs are part of the input for assessing the risk 
connected with the trust context as well as the integrity of the health infomediary in the chain 
of trust formation (Song & Zahedi, 2007). This point of view is strengthened by "signaling 
theory," which divides trust-related features into observable and non-observable categories 
(Bacharach & Gambetta, 2001). Information quality could be viewed as an observable property 
in the context of a health information provider. In contrast, trust signs are non-observable 
properties that are meant to reassure web users that there is no risk involved in using the 
health infomediary and reinforce their beliefs in its integrity (Pennington et al., 2003). 

Thus, trust signs are subtle measures intended to alleviate concerns associated with obtaining 
and using information given by AICSD. Trust cues signal to users that AICSD follows certain 
ethical guidelines in recommending information and adheres to values and standards of 
conduct. Therefore, users are likely to believe that using AICSD is less likely to cause harm to 
them. An earlier study conducted in the context of health infomediaries has confirmed the role 
of trust cues in toning down the risk perceptions of the user (Song & Zahedi, 2007). 
Accordingly, we believe user perceptions about trust signs will reduce privacy and health risk 
perceptions associated with the use of AICSD. Hence, we propose the following hypotheses, 

H10a: Trust signs will negatively influence perceived privacy risk. 

H10b: Trust signs will negatively influence perceived health risk. 
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3.11 Risk beliefs and behavioral intentions to use 

3.11.1 Perceived privacy risk and behavioral intentions to use 

Dinev and Hart (2006) defined perceived privacy risk as "the degree to which people believe 
that there is a potential loss involved with the disclosure of personal information." In this case, 
it refers to the perceived risk associated with disclosing sensitive private information on their 
health and medical condition while using the services provided by the chatbot. The 
uncertainty lies in the possibility of private information being sold or used for targeted 
advertising. Given the risk, consumers will weigh risk against benefits while considering using 
the services, and this "privacy calculus" will shape their attitude and behavior towards using 
the service (Dinev & Hart, 2006). So, if the consumers perceived that the benefits derived from 
using the diagnostic services of AICSD are outweighed by the risk associated with the loss of 
valuable personal information, they would refrain from using it. Furthermore, in various 
similar settings, empirical evidence from prior research has revealed a negative association 
between perceived privacy risk and propensity to use technology. For example, wearables 
(Adebesin & Mwalugha, 2020; Li et al., 2016), nutrition recommender systems (Berezowska et 
al., 2015; Wendel et al., 2013), health apps (Zhang et al., 2019; Zhao et al., 2018). Based on the 
evidence mentioned above, we suggest the following hypothesis, 

H11a: Perceived privacy risk will negatively influence intention to use AICSD. 

3.11.2 Perceived health risk and behavioral intentions to use 

Relying on the Internet for health advice and self-diagnosis poses severe risks to the lives of 
patients (Robertson et al., 2014). Using fully autonomous chatbots for health advice can 
potentially aggravate these risks (Prakash & Das, 2020). Following the advice of chatbots 
which has unpredictable performance and that too without any further review by health 
professionals, poses a severe health risk to the patient (Wang & Siau, 2018). Many risk 
scenarios are plausible; for example, a misdiagnosis by the bot could result in 1) self-
medication by patients that could cause adverse health consequences or 2) unnecessary 
anxiety among the patients about a disease that they do not have (Bickmore et al., 2018). There 
are also chances that patients may delay seeking professional care following the advice of the 
chatbot, which could have dire health consequences (Bickmore et al., 2018). According to the 
risk calculus perspective, consumers are highly likely to weigh these risks against benefits 
while making technology use decisions (Cocosila et al., 2007; Cocosila & Turel, 2016).  If the 
perceived risk of adverse health consequences resulting from the use is high and exceeds the 
benefits of using AICSD, users’ willingness to depend on the AICSD will be low, and hence, 
they may refrain from using it. Thus, we posit the following hypothesis, 

H11b: Perceived health risk will negatively influence intention to use AICSD. 

4 Research methodology 

4.1 Study design, procedure, and participants 

We used a “free simulation experiment” (FSE) (Fromkin & Streufert, 1976; Söllner et al., 2016) 
to test our theoretical model. Unlike the traditional lab experiment, which relies on treatments 
to change one or more predictor variables, FSE exposes subjects to a range of real-world 
conditions, such as performing a specific set of activities within a predetermined time frame 
(Fromkin & Streufert, 1976). The technique ensures that the subject not only completes the 
assigned activities but also organically explores the system to generate relevant impressions 
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before answering the associated questions (Söllner et al., 2016). Furthermore, unlike in a field 
environment, this form of experiment allows us to control for various aspects, such as ruling 
out effects produced by different mobile devices or familiarity with an existing system (which 
would be difficult for assessing initial trust).  

A significant number of participants (see Appendix 1) were regular students enrolled in MBA 
courses at two business schools in India. Apart from students, a small group of non-student 
participants (n = 25) were selected based on convenience sampling. Regarding demographics, 
the participants are tech-savvy and likely to seek health information online. A large share of 
the participants (85.64 percent) declared that they have previously accessed the Internet to 
obtain health information. It was also confirmed that none of them had previously used an 
AICSD (although 78.71% had previously used automated AI-based chatbots for other uses, 
such as e-commerce).  

The experiment was conducted in different batches via online meetings, and all the 
participants had an internet-connected computer. We selected a popular web-based AICSD, 
namely, Your.MD (recently rebranded as Healthily) (Ćirković, 2020; Your.MD, 2021) for the 
experiment (see Figure 2). London-based Your.MD (Healthily) is a chatbot that provides 
customers with personalized and trustworthy healthcare assistance and information 
(Your.MD, 2021). It is a CE-accredited medical device that is registered with the “Medicines 
and Healthcare Products Regulatory Agency” (MHRA) as a Class I medical device (Your.MD, 
2021). It is available on multiple platforms, including the website and smartphone apps for 
Android and iOS. It currently has a user rating of 4.1/5 from 14,055 users on the Google Play 
store and a rating of 4.4/5 from 907 users on the App Store. Its self-assessment feature allows 
users to ask free text questions using its chatbot. It then asks a series of questions to compile 
an "assessment report," which contains a list of likely conditions based on reported symptoms 
(with details such as reasons for suggesting the particular condition, symptoms, treatment 
methods etc.), the seriousness of likely conditions (e.g., red – emergency condition, orange – 
urgent condition, blue – routine condition, and green –  no need to see a health professional) 
and recommendation on next steps to be taken (Ćirković, 2020; Your.MD, 2021).  

The participants received a 10-minute briefing on the health chatbot about its functionality, 
features, and usage. Subsequently, they were assigned two predetermined activities that 
addressed the core functionality of the chatbot under evaluation.  

Activity 1: Participants had to log on to the chatbot website and spend 10 minutes exploring 
the website and reading reviews on the Play Store. 

Activity 2: Participants were required to look for symptoms of (1) an illness they experienced 
recently and (2) a recent illness a friend/relative experienced (15 mins). 

After this, participants were asked to complete an online questionnaire based on their 
experience. Informed consent was obtained from all the participants, and participation in the 
experiment was entirely voluntary. In all, 254 people took part in the experiment, and 202 valid 
responses were received. The demographic profile of the participants is given in Appendix 1. 
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Figure 2. The user interface of the Your.MD chatbot (Source: Your.MD (2021) 
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4.2 Survey instrument 

We collected the data using a structured questionnaire. All the items/indicators in the 
questionnaire were adapted versions of preexisting scales. Except for the constructs perceived 
anthropomorphism and perceived health risk, all indicators were measured on a seven-point 
Likert scale (1 = “strongly disagree” to 7 = “strongly agree”). For measuring the construct 
perceived anthropomorphism, we used a popular five-point semantic differential scale 
(Bartneck et al., 2009; Sheehan et al., 2020). A seven-point Likert scale ranging from 1 = 
“extremely low” to 7 = “extremely high” was used to measure perceived health risk. The 
measures and their sources are given in Appendix 2. In addition to the main constructs, we 
used certain control variables to control for the possible variation in the outcome variable due 
to variations in the respondent’s characteristics. The control variables are age, gender, and 
prior experience with automated chatbots (general) (see Appendix 2). 

5 Results 

5.1 Structural equations modeling analysis 

We employed the partial least square structural equation modeling (PLS-SEM) method to test 
the propositions. PLS-SEM is a “prediction-oriented” method, making it an appropriate choice 
for the current investigation (Hair et al., 2016). Furthermore, it performs effectively with small 
data sets and even in the case of non-normal data (Hair et al., 2016). Hence, this method was 
found to be appropriate for this study.  

5.1.1 Measurement model assessment 

Following the rules set by Hair et al. (2019), the validity and reliability of the empirical model 
were checked. First, the indicator loadings and composite reliability (CR) of constructs were 
used to assess the scale reliability of the constructs in the framework. As per the guidelines, 
indicator loadings must be greater than 0.708 to meet the acceptable item reliability (Hair et 
al., 2019). All the items, apart from SQ1 (0.553), had an indicator loading greater than the cut-
off value. The item SQ1 was hence removed from further analysis (Hair et al., 2019). The CR 
values of the constructs were examined to determine the internal consistency reliability of the 
constructs. As shown in Appendix 3, all the CR values were greater than the cut-off value of 
0.7 (Hair et al., 2019), thus confirming the internal consistency reliability. After this, the 
construct validity was assessed by evaluating the convergent and discriminant validity of the 
constructs. Convergent validity was proved when all of the extracted average variance (AVE) 
was larger than the cut-off of 0.5 (Hair et al., 2019). We used HTMT criteria to assess the 
discriminant validity (Hair et al., 2019). All relevant HTMT values (see Appendix 4) were 
observed to be less than the 0.85 criterion, confirming discriminant validity (Hair et al., 2019). 
Thus, based on the above results, we can infer that our constructs demonstrated adequate 
internal consistency, indicator reliability, and convergent and discriminant validity. 

5.1.2 Assessing potential common method bias 

In research employing a cross-sectional survey design, common method bias (CMB) might be 
an issue (Podsakoff et al., 2003). We used some ex-ante measures recommended by Podsakoff 
et al. (2012) to reduce the CMB. First, the measures of the predicted and predictor variables 
were proximally separated (using sections in the online survey form). Second, a panel 
consisting of a Professor from the IS domain and two senior doctoral students reviewed the 
scale items for ambiguous terms, complexity, and other discrepancies. Third, different scale 
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types (Likert scale, Semantic differential scale) were used to measure constructs to eliminate 
common scale properties. We used two distinct ways to conduct post hoc statistical analysis 
to determine the degree of CMB. First, Harman’s single-factor test (Podsakoff et al., 2003) 
revealed that no single factor explained most of the variance. The largest single factor that 
emerged from the test accounted for 37.832% of the variance, which is less than the cut-off 
value of 50% (Podsakoff et al., 2003). Second, we applied an advanced method known as the 
"marker variable" method (Lindell & Whitney 2001) by including a conceptually irrelevant 
marker variable in the research model (Lindell &Whitney 2001). Fashion consciousness 
(Malhotra et al., 2006), a popular marker variable theoretically unrelated to the constructs, was 
chosen for this study. The shared variance of the marker variable with other constructs in the 
model was found to be very low. Hence, it was concluded that no substantial CMB exists in 
the data (Johnson et al., 2011). 

5.1.3 Structural model assessment 

The latent constructs' variance inflation factor (VIF) values were used to examine the model 
for multi-collinearity issues (Hair et al., 2019). The VIF values of all constructs were observed 
to be lower than the cut-off level of 3.3, indicating that there were no multi-collinearity issues 
in the data (Hair et al., 2019). The VIF values are shown in Appendix 5.  

The validity and significance of the path coefficients in the empirical model were assessed 
using the PLS bootstrapping method with 5,000 subsamples (Hair et al., 2016). Table 2 and 
Figure 3 summarize the findings of path analysis. First, the influence of the control variables 
on the dependent variable intention to use (IU) was examined. The results suggest that none 
of the control variables except gender (β = -0.176, p < 0.05) had a statistically significant 
influence on the outcome variable IU (see Table 2). 

All proposed hypotheses, except H3, H6, H10a, and H10b, were found significant at p < 0.05. 
The factors, namely perceived anthropomorphism, perceived information quality, perceived 
explainability, disposition to trust technology, and perceived service quality (in the order of 
the magnitude of their path coefficients), were found as statistically significant predictors of 
trusting beliefs supporting the hypotheses H8, H5, H4, H2, and H7 respectively. However, the 
data did not support the effects of factors, namely perceived system quality (H6) and trust 
signs (H3), on trusting beliefs.  

Further, the impact (negative) of trusting beliefs on perceived health risk (H9b) and perceived 
privacy risk (H9a) were significant. The impact of trusting beliefs on perceived health risk (β 
= -0.697, p < 0.05) was higher than that on perceived privacy risk (β = -0.455, p < 0.05). However, 
the impact of trust signs on perceived privacy risk (H10a) and perceived health risk (H10b) 
turned out to be statistically insignificant. Similarly, trusting beliefs, perceived privacy risk 
and perceived health risk were statistically significant predictors of intention to use AICSD, 
supporting hypotheses H1, H11a, and H11b. 

Hypothesis Path Β t Statistics p-value Inference 
H1 TB → IU 0.578 8.510 0.000 Supported 
H2 DT → TB 0.153 3.553 0.000 Supported 
H3 TS → TB 0.050 1.070 0.285 Not Supported 
H4 EX → TB 0.226 3.523 0.000 Supported 
H5 IQ → TB 0.236 3.476 0.001 Supported 
H6 SY → TB -0.091 1.384 0.166 Not Supported 
H7 SQ → TB 0.150 1.996 0.046 Supported 
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H8 PA → TB 0.319 6.521 0.000 Supported 
H9a TB → PR -0.455 6.479 0.000 Supported 
H9b TB → HR -0.697 14.154 0.000 Supported 
H10a TS → PR 0.106 1.278 0.201 Not Supported 
H10b TS → HR 0.069 1.048 0.295 Not Supported 
H11a PR → IU -0.194 3.503 0.000 Supported 
H11b HR → IU -0.168 2.583 0.010 Supported 

Control 
Variables 

Path Β t Statistics p-value Inference 

Age Age → IU -0.060 1.064 0.287 Not significant 
Gender Gender → IU -0.176 2.005 0.045 Significant 
Experience  Exp → IU 0.007 0.080 0.937 Not significant 

Table 2. Path analysis  
Note. β, path coefficient; t, two-tailed t-test values; p-value, the significance level. 

 

 

Figure 3. Structural model 

Further, the R2 values of the endogenous constructs were checked to ascertain the explanatory 
power of the model. The R2 values are reported in Figure 3. The R2 values of the constructs 
reveal the percentage of variance explained by its predictors in the model (Hair et al., 2019). 
For example, the R2 values of the outcome variable intention to use (R2 = 0.667) indicate that 
approximately 66.7% of its variance is explained by the model. Similarly, our model explains 
69.2% of the variance of the key construct trusting beliefs. 

Furthermore, the “predictive sample reuse technique” (Stone-Geisser's Q2) was used to 
examine the predictive relevance of the model (Hair et al., 2016). It displays how successfully 
empirically collected data can be recreated using the model and PLS parameters (Hair et al., 
2019). The Q2 values were obtained through a “blindfolding procedure” by keeping the 
omission distance at 7 (Hair et al. 2019). All of the endogenous constructs had Q2 values larger 
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than zero, indicating substantial predictive relevance for the empirical model (Hair et al., 
2016). 

6 Discussion 

The purpose of this research was to develop a contextualized research model to understand 
the determinants of consumers’ trust in AICSD and its behavioral consequences. We extended 
the TTM with relevant contextual factors as per the guidelines proposed by Hong et al. (2014). 
The results supported all the hypotheses except H3, H6, and H10a. The discussions in this 
section synthesize the results of our study with the existing literature by rationalizing the 
similarities and differences with the literature.  

Perceived anthropomorphism has the most prominent (positive) impact among the 
antecedents of trusting beliefs. This finding lends credence to the theorized link between 
assessments of others' mental capacities and assessments of competence, trust, and 
accountability (Waytz et al., 2014). It also provides evidence for the proposition made by 
Troshani et al. (2020) regarding anthropomorphism's role in forming trust in AI-based 
systems. The prominence of anthropomorphism among the other determinants also points to 
the argument that anthropomorphism could lead to undue trust in HCI agents (Culley & 
Madhavan, 2013). That is, the feelings and perceptions about an anthropomorphic agent may 
be used in the construction of a mental model of the system, which may result in incorrect 
calibrations of trust based on an emotional connection with the anthropomorphic agent rather 
than actual system performance (Culley & Madhavan, 2013). Prior research has also argued 
that incorporating human characteristics may have other unintended consequences; for 
example, using apologies to boost perceptions of a machine's humanness may create 
unreasonable expectations of changed behavior. If these expectations are not met, the agent 
may be perceived as deceptive or lacking in integrity, which can be extremely damaging to 
trust (De Visser et al., 2016).  Further, past research has reported concerns that over-
anthropomorphism may lead to an overestimation of the AI's capabilities, thus placing the 
stakeholder at risk (Culley & Madhavan, 2013), as well as leading to a host of ethical and 
psychological issues, such as manipulation (Salles et al., 2020). Consequently, 
anthropomorphism may not always lead to higher trust (Chui et al., 2019; Moussawi, 2021), 
although our study and some other studies in different contexts (Verberne et al., 2015; Waytz 
et al., 2014) report a positive impact.    

The second most prominent determinant of trusting beliefs is perceived information quality. 
This finding is very much in line with the propositions made by the earlier studies in e-health 
services (Sillence et al., 2007; Song & Zahedi, 2007). Our results thus support and validate the 
argument that users may regard a health infomediary's high-quality information as a proxy 
for its goal alignment and appropriate actions as the online users' agent (Song & Zahedi, 2007). 
Here, such a sense of the agent’s goal alignment could result in higher trust in the agent on the 
user's part. As is the case with the literature on interpersonal trust, where people trust a 
speaker who provides truthful or credible information (Giffin 1967), our study argues that 
users are likely to trust an AICSD that provides current, accurate, and reliable information.  

Perceived explainability is the third most significant predictor of trusting beliefs. We observed 
that higher perceived explainability leads to higher trust. Our research adds to the specific 
stream of explanation-driven trust in chatbots (Zierau et al., 2020) and to the broader ongoing 
investigations on whether AI explanations impact people's trust in AI systems. While some 
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studies have found that user interfaces that offer explanations are effective at increasing users' 
trust in AI systems (McGuinness et al., 2006; Pu & Chen, 2006), other studies have found 
contradictory results—providing explanations may not increase satisfaction or even erode 
users' trust in a system (Cramer et al., 2008; Kizilcec, 2016; Zang et al., 2021). Among the very 
few studies reported in the context of patient-facing AI systems, the positive impact of 
explainability on the trusting beliefs observed by our research is in stark contrast, for example, 
to the result reported by Zang et al. (2021).  

As expected, the user-specific factor, i.e., disposition to trust technology, registered a 
significant positive impact as in the original TTM (Lankton et al., 2015; McKnight et al., 2011). 
Users' disposition to trust could be significant in the early usage stages, as McKnight et al. 
(2011) observed. Finally, the positive effect of perceived service quality was also supported, 
like in the case of m-health services (Akter et al., 2013). Consumers gradually build trust by 
evaluating many explicit and implicit indicators about the service. Among those signs, 
perceived service quality represents evaluations of direct experience (Chiou & Droge, 2006). If 
it is perceived favorably, adverse selection and moral hazard problems will be addressed, and 
customers will have greater confidence in the system; this, in turn, will strengthen their trust 
in the system. Nevertheless, we note that the role of perceived service quality in determining 
trust has rarely been tested in the context of AI-delivered services.  

However, the insignificance of the influence of perceived system quality and trust signs on 
trusting beliefs is noteworthy. The finding related to perceived system quality deviates from 
the earlier research on health infomediaries (Song & Zahedi, 2007). The possible reason could 
be that the dimensions of perceived system quality, such as usability, access, and availability 
of the system, did not appear critical to the tech-savvy participants in this study. The users 
possibly considered these aspects a hygiene factor rather than critical antecedents to trusting 
beliefs. Similarly, trust signs, i.e., cues about assurance of performance and privacy, third-
party endorsements/certifications, and customer reviews, do not seem to influence trusting 
beliefs as in earlier research on health infomediaries (Song & Zahedi, 2007). The likely 
explanation could be that these trust signals may aid in developing an initial trust before the 
consumer uses the product/service. However, once they use it, trust (trusting beliefs) is shaped 
by their actual experience of using it rather than these cues. An earlier study (McKnight et al., 
2004), which observed similar results in the context of e-commerce, remarked that because of 
the uncertainties surrounding the web, third-party seals are insufficient to nurture trust; 
rather, 'seeing (or interacting) is believing.' Similar conclusions could be made in this case as 
well. 

Further, the dampening effect of trust signs on privacy or health risk perceptions was not 
observed as envisaged. There is a growing notion among internet users that trying to protect 
privacy is a pointless endeavor (Xie et al., 2019), given the stories about data breaches/misuse 
in cyber settings. Adding to this, though the companies often display privacy seals and declare 
privacy policies, many of them secretly and deliberately violate these policies by sharing 
personal identifiers with third parties without declaring it (Brandtzaeg et al., 2019; Okoyomon 
et al., 2019; Yu et al., 2016). This growing fatalistic view of privacy (Xie et al., 2019), coupled 
with secret violations of the privacy policies, could be a reason that trust cues/signs were 
unable to produce a significant negative impact on privacy risk perceptions. Likewise, the trust 
signs also did not assuage the perception of health risks. Thus, having trust cues such as a 
third-party seal of approval, a significant amount of positive customer ratings, and privacy 
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assurance was not seen to help alleviate the fear of negative health consequences of using 
AICSD. This result supports the observations by a previous study on health infomediaries that 
trust signs were insufficient on their own to reduce the users' risk perceptions (Song & Zahedi, 
2007). 

However, even though the trust cues/signs had no influence on the user’s perception of trust 
or on their risk perceptions, our study makes an important observation that trust (trusting 
beliefs) in the AICSD formed after the initial use will reduce both the privacy risk perceptions 
and health risk perceptions. This supports the prevailing arguments and evidence in the 
literature on how trust reduces uncertainty and provides a sense of assurance when outcomes 
are unclear (Gefen et al., 2003b; Jarvenpaa et al., 2000; Nicolaou and McKnight, 2006; Pavlou 
& Gefen, 2004). When these results are read together, it implies that after the initial experience, 
the trust is dependent heavily on a person's individual experience with the technology, and 
cues such as a third-party seal of approval, positive customer ratings, and privacy assurance 
will not matter. According to the classification in signaling theory (Cook, 2001), the trust 
cues/signs will fall under the category of non-observable properties. These non-observable 
properties, even though effective in forming initial trust (similar to trust in unknown parties 
from the interpersonal trust literature), will not be relevant after the individual has had the 
initial experience of using the technology (McKnight et al., 2011). The knowledge-based trust 
shaped by the user experience will determine behavioral consequences (Siau & Wang, 2018). 
Here, the trust in AICSD is formed from an individual’s perceptions about 
anthropomorphism, information quality, explainability, and service quality, which are 
derived based on his/her use experience and his/her predisposition to trust technology in 
general. 

With respect to the antecedents of behavioral intention to use, trusting beliefs in AICSD were 
found to be the strongest predictor (positive) supporting the original hypothesis in the TTM 
(Lankton et al., 2015; McKnight et al., 2011). Similarly, the risk perception perceived privacy 
risk shows a significant effect on the intention to use, supporting the extant literature on 
various e-health services (Berezowska et al., 2015; Wendel et al., 2013; Zhang et al., 2019; Zhao 
et al., 2018). Likewise, health risk perception was also identified as a significant barrier, 
validating a similar claim made by (Prakash & Das, 2020). Finally, among the control variables, 
only gender (β = -0.176, p < 0.05) was significantly associated with intentions to use. The effect 
of age and prior experience of using automated chatbots (general) turned out to be 
insignificant. As per the findings, females are more likely to show a higher intention to use 
AICSD compared to males. The strong influence of gender on the intention to use AI-based 
health technology is noteworthy. Several studies in the United States have previously revealed 
that females are more likely than males to seek online health information and use health apps 
(Atkinson et al., 2009; Escoffery, 2018; Haluza & Wernhart, 2019). Similar findings, indicating 
a female majority in health app use and online searching for health-related material, have been 
reported in other countries, including China, Saudi Arabia, and Germany (AlGhamdi & 
Moussa, 2012; Baumann et al., 2017; Zhang et al., 2014). 

With respect to the explanatory power of the model, it was found to be superior to the original 
base/generic model TTM (Mcknight et al., 2011; Lankton et al., 2015), where the values of 
variables trusting beliefs and trusting intentions were 50% and 50%, respectively. A likely 
reason for our model's superior explanatory power could be incorporating appropriate 
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contextual factors into the base model (TTM). Thus, our model offers good explanatory power 
in explaining the trust (trusting beliefs) in AICSD and its consequences.  

6.1 Theoretical contributions 

From a theoretical perspective, this study makes a few significant contributions to the 
literature on trust in AI-based technologies for self-diagnosis in healthcare settings. Examining 
contextual factors and formulating context-specific theories is crucial for advancing research 
in IS (Hong et al. 2014; Orlikowski & Iacono 2001). The existing literature on trust in AICSD 
for healthcare is deficient in this aspect. The contextualization approach we applied by 
integrating relevant factors to the trust in technology framework contributes to a more 
profound comprehension of the specific factors that might impact the consumers’ trust in this 
emerging AI-based technology. By empirically validating our model, we demonstrated that 
such integration can significantly improve the generic trust in the technology model’s 
explanatory power. This is a valuable contribution to the literature on trust in technologies 
(Mcknight et al., 2011; Lankton et al., 2015), especially emerging AI-based technologies. 

Second, the study contributes to the emerging literature on explanation-driven trust in AI 
technologies (Shin, 2021; Zierau et al., 2020) by demonstrating the mechanism and impact of 
perceived explainability on the trust formation process in AICSD. Our study provides 
evidence for establishing perceived explainability as a significant predictor of trusting beliefs. 
Because the impact of this factor on trust is rarely validated (Shin, 2020, 2021) in 
chatbots/personal assistants (Zierau et al., 2020) and AI systems in general (Rai, 2019), 
especially in healthcare technologies (O’Connor et al., 2021; Zhang et al., 2021) and ambiguity 
regarding the magnitude and direction of the relationship still exists in the literature (Cramer 
et al., 2008; Kizilcec, 2016; McGuinness et al., 2006; Pu & Chen, 2006; Rai, 2019; Zang et al., 
2021), our study makes a valuable contribution by showing that such explanations might assist 
users in interpreting opaque AI recommendations and forming a higher trust towards the AI 
system. Additionally, in the context of patient-facing AI systems, the positive effect of 
explainability on trust observed by our research is noteworthy as it furthers the ongoing 
debate on the direction of the impact of explainability on trust (Zang et al., 2021). 

Third, our study contributes to the literature on interaction-driven trust in AI-based 
chatbots/agents (De Visser et al., 2016; Troshani et al., 2020) by demonstrating the impact of 
perceived anthropomorphism on trust. It demonstrates that despite being a highly utilitarian 
context, users care about the humanness of the chatbot more than the other utilitarian factors. 
Thus, we add to the argument by Culley and Madhavan (2013) that undue trust could be 
formed due to an overestimation of the system's capabilities as the user gets carried away by 
the anthropomorphic features of the chatbot. It also points to the emerging concept of ‘human-
washing,’ which is the deceptive use of anthropomorphic features to mislead organizational 
stakeholders and the general public about the machines' true capabilities (Scorici et al., 2022; 
Seele & Schultz, 2022). 

Fourth, we validate the role of risk perceptions (privacy and health risk) as the key barriers to 
AICSD usage intentions. Additionally, our research confirms the critical role of trust (trusting 
beliefs) in alleviating the risk perceptions about the use in the post-usage context. While 
research is still equivocal on whether trusting beliefs predict perceived risk or vice versa, our 
findings add to the line of argument put forward by Gefen et al. (2003b) and Holmes (1991) 
and the supporting literature that followed (Jarvenpaa et al., 2000; Lou, 2002; Nicolaou and 
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McKnight, 2006; Pavlou 2003; Pavlou & Gefen, 2004) that trust reduces uncertainty and 
provides a sense of assurance when outcomes are unclear.   

Additionally, the non-significant impact of trust signs and perceived system quality on 
trusting beliefs presents a deviation from the prior literature (Hoffmann et al., 2014; Song & 
Zahedi, 2007). Investigating why the relationships do not hold well in specific contexts could 
lead to the refinement of theory and a better understanding of causality (Christensen & 
Raynor, 2003). This might represent an opportunity to test a similar hypothesis in a different 
cultural or demographic context to understand the variability and underlying causes.  

6.2 Implications to practice 

From a practitioner’s perspective, our context-specific model, which focuses on the specific 
D2C AI applications (chatbots) used for self-diagnosis in a healthcare setting, provides specific 
and actionable insights for enhancing the consumers’ trust in and acceptance of these novel 
health technologies. First, the intention to use is determined by trusting beliefs and risk beliefs 
(privacy and health risk). Enhancing the trust in the technology (ability, integrity, benevolence, 
and reliability) is hence key to promoting the usage.  

Our study identifies the factors, namely perceived anthropomorphism, perceived information 
quality, perceived explainability, disposition to trust technology, and perceived service 
quality, as the significant predictors of trust (trusting beliefs), which offers several actionable 
implications. Since perceived anthropomorphism is the most prominent determinant of 
building trust, designers should consider including human-like features as a conscious design 
choice. They should improve upon the anthropomorphic design elements of the chatbot that 
would make it appear more natural, human-like, and conscious. A few ways to achieve this 
are through visual embodiment (e.g., avatar), improving conversational ability (contingency 
and interactivity of the chatbot) (Go & Sundar, 2019), or empathic cues of the agent (Zierau et 
al., 2020). However, the decision to infuse the chatbot with more human-like attributes should 
be carefully and consciously considered to ensure that any impacts that emerge as a result are 
consistent with the intended design objectives. Because there is a possibility of consumers 
overtrusting the chatbot due to its human-like features (Culley & Madhavan, 2013) as well as 
invoking an eerie reaction happening due to the ‘uncanny valley effect’ (Ho & MacDorman, 
2017) when the anthropomorphism exceeds a certain threshold.  

Another actionable determinant of trusting beliefs is perceived information quality. This 
implies that in order to improve trust in AICSD, the service providers should continuously 
monitor the accuracy and currency of the medical/health-related information provided to the 
user. They must also monitor if the information shared is useful and relevant to their 
condition/query and ensure it is complete and understandable. Similarly, service quality 
perceptions can be improved by using a visually attractive user interface, providing reliable 
services, ensuring the user's safety, and improving the bot's responsiveness and empathy in 
conversations.  

Further, the perceived explainability, i.e., the reason why the bot suggests a particular 
diagnosis and course of action, is an important determinant of trust (trusting beliefs). This 
implies that users are keen on receiving an explanation justifying the suggestion of the bot, 
and a satisfactory explanation can open up the otherwise opaque process/algorithm involved 
in the generation of recommendations and instill trust in the bot. However, what constitutes a 
good explanation and how the characteristics of the explanation affect trust is yet to be 
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determined (Rai, 2019). Finally, consumers could be segmented according to their disposition 
to trust technology. Providers could put efforts into convincing the consumers (with a 
moderate or low propensity) about the trustworthiness of chatbots by clarifying their doubts 
and addressing their concerns through personalized marketing communication/customer 
service. 

Further, reducing the risk belief is critical to improving the usage, as per our study. 
Accordingly, user perception of privacy risk could be assuaged by safeguarding user privacy 
by implementing privacy-preserving settings, privacy seals, and certifications issued by 
reputable third-party organizations such as TRUSTe/VeriSign and communicating the same 
to the public. However, this could become very challenging as new research indicates that 
online users are becoming increasingly fatalistic about privacy protection (Xie et al., 2019) due 
to deliberate/secret violations of privacy policies by the service providers (Brandtzaeg et al., 
2019; Okoyomon et al., 2019; Yu et al., 2016). In this study itself, the impact of privacy-related 
trust signs was found to be ineffective in reducing privacy risk perceptions. Strict regulatory 
oversight by government agencies could help in rebuilding consumer trust in privacy 
protection measures/settings. Similarly, for managing health risks, endorsements from doctors 
representing professional medical bodies, such as the Indian Medical Association, etc., could 
be added to their marketing communications. Consumers could also be given the option to 
consult with a human medical practitioner in case of doubts regarding the chatbot 
recommendations.  

Even though, according to our results, the trust cues are ineffective at reducing the risk 
perceptions, our results indicate that these risk perceptions can be assuaged by building trust 
in the AICSD. Given the evidence that this ‘trust in AICSD’ depends on the user’s perception 
of attributes of the technology, i.e., anthropomorphism, information quality, explainability, 
and service quality, it allows enhancing/manipulating some of these attributes to create an 
enhanced sense of security (even a false perception), which would reduce the risk perception 
and thereby promote the adoption/use. For example, as previously indicated, perceived 
anthropomorphism can be enhanced by manipulating design characteristics such as voice, 
text, or physical embodiment or improvements in conversational ability, speech recognition, 
or adaptive behavior (Go & Sundar, 2019; Moussawi, 2021), which could build trust in AICSD 
and, in turn, will help reduce the risk perceptions. 

6.3 Limitations & future research direction 

Withstanding its findings, this work has some limitations, some of which may provide 
avenues for further research. First, by selecting India as the research setting, our findings may 
primarily apply to comparable developing nations. We acknowledge the influence of culture 
in the formation of trust and acceptance of emerging technology and suggest that cross-
cultural research might help to confirm our findings. Second, participants of this study were 
predominantly post-graduate students (although there was a small group of non-student 
respondents), which could restrict the generalizability of the findings. However, we contend 
that our samples sufficiently represent the population since our participants are representative 
of the target consumers for health apps in general. Nevertheless, substantiating our findings 
with a larger representative sample would add credibility to our conclusions. Lastly, our 
research was cross-sectional in nature, and it did not examine actual behavior; instead, it 
focused on “use intentions.” A longitudinal approach is advised for further empirical 
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evaluation of the framework in similar scenarios with other contextual factors. It would also 
be worthwhile to investigate the link between stated intention and actual usage.   
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Appendix 

Appendix 1. Respondent demographics 

Item Category Frequency Percentage  

Gender Female 65 32.18 

Male 137 67.82 

Age 21-25 123 60.89 

26-30 73 36.14 

31-35 2 0.99 

51-55 2 0.99 

56-61 2 0.99 

Educational Qualification Postgraduate 22 10.89 

Graduate 180 89.11 

Employment status Student 177 87.62 

Employed 25 12.38 

Prior experience of using 
automated AI-based chatbots 
(general) 

No 43 21.29 

Yes 159 78.71 

Appendix 2. Measurement items  

Construct 
Item 
Code 

Item 

 
Source  

Intention to 
use (IU) 

IU1 I intend to use this health chatbot for making health decisions 
when a health issue arises in the future 

Adapted from 
Venkatesh et 
al. (2003) IU2 I predict I would use this health chatbot for making health 

decisions when a health issue arises in the future 
IU3 I plan to use this health chatbot for making health decisions when 

a health issue arises in the future 
Perceived 
Privacy Risk 

PR1 In general, it would be risky to give personal health information 
to this Health Chatbot. 

(Xu et al., 
2011) 

PR2 There would be a high potential for privacy loss associated with 
giving personal health information to this Health Chatbot. 

https://doi.org/10.1016/j.ijinfomgt.2017.08.006
https://doi.org/10.1108/02635571111115146
https://doi.org/10.30844/wi_2020_a7-zierau
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(PR) PR3 Personal health information could be inappropriately used by this 
Health Chatbot. 

Perceived 
Health Risk 

(HR) 

HR1 How risky do you feel it would be to make a decision based on the 
health information provided by this chatbot? 

Adapted from 

Mun et al. 
(2013) 

HR2 How risky do you feel it would be to accept and apply the 
provided health information to your life? 

HR3 How risky do you feel it would be to accept and apply the 
provided health information to the lives of others important to 
you? 

Perceived 
Information 
Quality 

(IQ) 

IQ1 This health chatbot provides useful health information to the user (Mun et al., 
2013; Song & 
Zahedi, 2007) 

IQ2 This health chatbot provides sufficient health information 
regarding the symptoms of the questioner. 

IQ3 This health chatbot provides accurate health information. 

IQ4 This health chatbot provides health information that the 
questioner is seeking for. 

IQ5 The diagnosis of the consultation is based on the newest (up to 
date) health information. 

IQ6 The information provided by the health chatbot is easy to 
comprehend 

Perceived 
System 
Quality 

(SY) 

SY1 This health chatbot is responsive to your request (Aladwani & 
Palvia, 2002; 
McKinney et 
al., 2002; 
Pantano et al., 
2017; Song & 
Zahedi, 2007) 

 

SY2 This health chatbot is easy to use 

SY3 This health chatbot is always up and available 

SY4 This health chatbot allows me to interact with it to receive tailored 
information about my health issue 

Perceived 
Service 
Quality 

(SQ) 

SQ1 This health chatbot has a modern-looking/visually attractive interface* (Ashfaq et al., 
2020; Roca et 
al., 2006) 

SQ2 This health chatbot provides dependable services. 

SQ3 I feel safe in my transactions with this health chatbot 

SQ4 This health chatbot gives me a prompt response. 

SQ5 This health chatbot has the users' best interests at heart. 

Perceived 
Anthropo-
morphism 

(PA) 

PA1 Please rate your impression of the health chatbot on these scales: 

Fake (unnatural) 1 2 3 4 5 Natural 

(Bartneck et 
al., 2009; 
Sheehan et al., 
2020) PA2 Machine-like 1 2 3 4 5 Human-like 

PA3 Artificial 1 2 3 4 5 Lifelike 

PA4 Unconscious 1 2 3 4 5 Conscious  

PA5 Communicates Inelegantly 1 2 3 4 5 Communicates Elegantly 

Perceived 
Explainability 

(EX) 

EX1 This Health Chatbot clearly explained the reason why it arrived at 
a particular diagnosis. 

Developed 
from (Rai, 
2020)  EX2 This Health Chatbot clearly explains the reason for suggesting a 

particular diagnosis. 
EX3 This Health Chatbot provided a clear explanation as to why it is 

recommending a particular course of action. 
Trust Signs 
(TS) 

TS1 The services provided by this Health Chatbot was tested by an 
independent organization and given a seal/certificate of approval 

(Hoffmann et 
al., 2014) 

TS2 This Health Chatbot received a significant amount of positive 
ratings from other users. 

TS3 This Health Chatbot has a third-party privacy assurance seal (e.g., 
ePrivacy) that guarantees privacy protection. 
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TS4 This Health Chatbot has a strong privacy policy to protect my 
sensitive information 

(Beldad et al., 
2010; Song & 
Zahedi, 2007)  

Trusting 
Beliefs 

(TB) 

TB1 I believe that this Health Chatbot would act in my best interest.  Adapted from 
McKnight et 
al.(2002) 

TB2 I believe this Health Chatbot is truthful in its dealings with me. 

TB3 This Health Chatbot is competent and effective in identifying 
health conditions from symptoms (diagnosis) and recommending 
an appropriate course of action. 

TB4 I believe this Health Chatbot is very reliable for symptom checking 
& triage 

Disposition to 
trust 
technology 

DT1 My typical approach is to trust new technologies until they prove 
to me that I shouldn’t trust them. 

(Lankton et 
al., 2015) 

DT2 I usually trust a technology until it gives me a reason not to trust 
it. 

DT3 I generally give a technology the benefit of the doubt when I first 
use it. 

Marker 
Variable: 

Fashion 
Consciousness 

MV1 When I must choose between the two, I usually dress for fashion, 
not for comfort. 

(Malhotra et 
al., 2006) 

MV2 An important part of my life and activities is dressing smartly. 

MV3 A person should try to dress in style. 

  Note. * item removed from the analysis due to poor loadings (<0.708). 

 

Appendix 3. Reliability and validity statistics 

Construct Item Loading 

Disposition to Trust Technology (DT) CR = 0.946; AVE = 0.853; µ = 4.850; σ = 1.484 

DT1 0.910 

DT2 0.933 

DT3 0.928 

Perceived Explainability (EX) CR = 0.960; AVE = 0.890; µ = 4.686; σ = 1.139 

EX1 0.935 

EX2 0.950 

EX3 0.946 

Perceived Health Risk (HR) CR = 0.963; AVE = 0.897; µ = 4.687; σ = 1.430 

HR1 0.934 

HR2 0.963 

HR3 0.943 

Perceived Information Quality (IQ) CR = 0.938; AVE = 0.717; µ = 4.872; σ = 1.001 

IQ1 0.833 

IQ2 0.879 

IQ3 0.898 

IQ4 0.868 

IQ5 0.857 
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IQ6 0.737 

Perceived Anthropomorphism (PA) CR = 0.873; AVE = 0.579; µ = 3.373; σ = 0.626 

PA1 0.768 

PA2 0.795 

PA3 0.736 

PA4 0.788 

PA5 0.716 

Perceived Privacy Risk (PR) CR = 0.945; AVE = 0.852; µ = 4.252; σ = 1.487 

PR1 0.916 

PR2 0.946 

PR3 0.908 

Perceived Service Quality (SQ) CR = 0.896; AVE = 0.683; µ = 4.979; σ = 0.969 

SQ2 0.788 

SQ3 0.849 

SQ4 0.777 

SQ5 0.888 

Perceived System Quality (SY) CR = 0.924; AVE = 0.754; µ = 5.673; σ = 0.945 

SY1 0.839 

SY2 0.917 

SY3 0.883 

SY4 0.831 

Trusting Beliefs (TB) CR = 0.967; AVE = 0.854; µ = 4.472; σ = 1.249 

TB1 0.911 

TB2 0.916 

TB3 0.933 

TB4 0.925 

TB5 0.936 

Trust Signs (TS) CR = 0.860; AVE = 0.607; µ = 4.395; σ = 0.921 

TS1 0.744 

TS2 0.791 

TS3 0.740 

TS4 0.837 

Intention to Use (IU) CR = 0.984; AVE = 0.953; µ = 4.554; σ = 1.689 

IU1 0.974 

IU2 0.973 

IU3 0.983 

  Note.  CR, Composite Reliability; AVE, Average Variance Extracted; µ, Mean; σ, Standard Deviation 
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Appendix 4. Discriminant validity  

 DT EX HR IQ PA PR SQ SY TB IU 

DT           

EX 0.401          

HR 0.349 0.432         

IQ 0.433 0.749 0.508        

PA 0.252 0.647 0.550 0.685       

PR 0.397 0.334 0.544 0.345 0.367      

SQ 0.458 0.774 0.409 0.806 0.685 0.390     

SY 0.379 0.681 0.227 0.730 0.580 0.332 0.801    

TB 0.468 0.739 0.701 0.759 0.759 0.433 0.750 0.583   

IU 0.463 0.673 0.685 0.739 0.699 0.545 0.639 0.547 0.796  

TS 0.227 0.556 0.274 0.574 0.447 0.173 0.580 0.497 0.511 0.370 

Note. As per the HTMT criteria, all the HTMT values should be less than 0.85 to confirm discriminant 
validity (Hair et al., 2019). 

 

 

 

Appendix 5. Variance Inflation Factor (VIF) Values 

 HR PR TB IU 

DT   1.256  

EX   2.506  

HR    2.077 

IQ   2.837  

PA   1.789  

PR    1.445 

SQ   2.87  

SY   2.178  

TB 1.261 1.261  1.841 

TS 1.261 1.261 1.415  
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