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Abstract 

Social influence theoretical constructs have been utilized substantially by researchers in 
Information Systems (IS) to examine interactions in Social Networking Sites (SNSs). However, 
most of the theoretical constructs of social influence applied in IS studies have been adopted 
from social influence theories developed before the advent of SNSs. Yet, research on theory 
development indicates that when applying an existing theory to a novel context, the 
specification of boundary conditions is crucial. Therefore, in this study, by examining how 
different social influence constructs have been utilized in past IS studies, we derive five 
boundary conditions that can be applied to future SNS research. The boundary conditions for 
SNS research were determined by conducting a literature review with a sample of 65 research 
papers. Deriving boundary conditions by analyzing recurring patterns in the literature 
allowed us to generate a foundational knowledge of the use of boundary conditions of social 
influence for SNS research, which would aid researchers in generating accurate findings. Our 
findings demonstrate that when applying a theory to a novel context, identification of 
boundary conditions of a theory would not only contribute to the rigor in research but also 
support the validation of its practical implications. 

Keywords: Social media, Boundary conditions, Theory and philosophy 

1 Introduction 

Along with the advent of Social Networking Sites (SNSs) like Facebook and Twitter, people 
around the world have been able to reach a new level of social interaction. According to the 
latest statistics, the global population using SNSs has reached 3.96 billion, with an annual 
increase of 10.5% (Chaffey, 2020). Therefore, the effect of social influence is also increasing 
through SNSs. For example, it is estimated that the average Facebook user has 338 friends 
(Smith, 2017), while 15% of Facebook users have more than 500 friends (Smith, 2014). The 
average Twitter user has 707 followers (MacCarthy, 2016). The high number of individuals 
interacting with and influencing each other on a daily basis via SNSs shows how the novel 
context of SNSs has enabled individuals to widen their social circles compared to the low 
number of members individuals had in their social circles before the advent of SNSs. The effect 
of such high volumes of influence means that the theoretical boundaries of even well-
established theories of social influence must be reconsidered.  
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The growing SNSs research has revealed that social influence generated by individuals via 
SNSs, while similar in many aspects to social influence in the pre-SNS era, differs from and 
challenges the traditional boundaries of social influence (Bagozzi & Dholakia, 2002; Zhou, 
2011). For instance, reach in terms of the number of associates in a social circle (Mangold & 
Faulds, 2009) and geographical coverage (Tufekci & Wilson, 2012) easily exceed the traditional 
social influence boundaries. Similarly, the frequency of interaction between members in a 
social circle (Fischer & Reuber, 2011) also provides potential differences between traditional 
social influence and social influence facilitated by SNSs. 

As such, while the fundamental premise of social influence theories (Zhou, 2011; Zeng et al., 
2009) remain relevant, their boundary conditions must be revisited to understand how the 
changes arising through SNSs could affect a well-established theoretical foundation.  

Boundary conditions can simply be defined as the “Who, Where, When” conditions of a theory 
that “constitute the range of the theory” (Whetten, 1989, p.492). According to Dubin (1969, p. 
126) “an experimental situation is different from another by its boundary conditions”. When 
context-specific research is conducted, identifying the boundary conditions that are relevant 
to that context is the key to conducting the research successfully. Based on this premise, 
Information Systems (IS) researchers would benefit from identifying the boundary conditions 
that are applicable for examining social influence in the specific context of SNSs as opposed to 
social influence that takes place in the physical world, to generate more accurate findings 
based on the gradual shift that has taken place in human interactions from physical space to 
digital space (Palekar, Atapattu, Sedera, & Lokuge, 2018).  Therefore, we conducted this study 
with the objective of assessing the boundary conditions of social influence theoretical 
perspective, especially in light of the novelty in SNSs. Aligning with this objective, the research 
question we aim to address through this study is: “What boundary conditions should be 
considered when engaging in social influence research in the context of SNSs?” 

To assess our assertion, we investigated a rigorously selected sample of 65 studies on social 
influence and SNSs published in top-tier journals. In those selected studies, we made 
insightful observations about the use of constructs of social influence, theoretical applications, 
and whether the studies had considered the natural expansions to the underlying foundations 
that had taken place as a result of SNSs. However, with regard to the theoretical expansion of 
social influence, we found little evidence that boundary conditions are established, reviewed, 
or revised explicitly. Therefore, based on our literature review, we derived five boundary 
conditions necessary for the utilization of the theoretical perspective of social influence in 
SNSs.  

The paper proceeds in the following manner. First, it provides an overview of the theoretical 
foundations of social influence. Then it investigates the constructs employed in social influence 
using the literature sample and identifies the most applicable constructs of social influence for 
SNSs. Next, we show how we derived five boundary conditions of social influence for SNSs 
and explain the boundary conditions in light of the constructs employed in the social influence 
studies. Finally, we explain how researchers and practitioners can apply boundary conditions 
in their SNS research to increase rigor in both theory and practice.  

2 Theoretical Foundations of Social Influence 

Throughout the history of humankind, individuals have attempted to maintain relationships 
with one another in groups or networks, and the formation and characteristics of such groups 
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have always evolved with time (McPherson, Popielarz, & Drobnic, 1992). In its simplest form, 
a social network can be defined as “a set of people (or organizations or other social entities) 
connected by a set of social relationships such as friendship, co-working or information 
exchange” (Garton, Haythornthwaite, & Wellman, 1997, para 1). With the advancement of 
technology, such social networks have been expanded to digital spheres and are visible in the 
form of SNSs (Boyd & Ellison, 2007; Chang, Liu, & Chen, 2014). Even before the proliferation 
of SNSs, there has been a continuous effort to understand the influence individuals have on 
one another in such social networks where there are frequent interactions among individuals 
(Coleman, 1986; Galaskiewicz & Wasserman, 1993; Kelman, 1958; Latané, 1981).  

For the past several decades, studies have delivered various theories and frameworks to better 
understand social influence (e.g., Bagozzi & Dholakia, 2002; Kelman, 1958; Kuan, Zhong & 
Chau, 2014; Latané, 1981). Especially with the advent and mass proliferation of SNSs, it is 
evident that social influence is growing and changing (Bagozzi & Dholakia, 2002; Zeng. et al., 
2009). Various disciplines including IS (Palekar et al., 2018), marketing (Dholakia, Bagozzi & 
Pearo, 2004), organizational environment (Arvidsson & Holmström, 2013), political science 
Tufekci & Wilson, 2012) and sociology (Golder & Macy, 2014; Zhang & Centola, 2019), have 
examined social influence that occurs as a result of people’s interactions in SNSs. Moreover, 
the social influence generated by individuals in SNSs has been discussed in various sectors, 
including the automobile industry (Wang, Susarla & Sambamurthy, 2015), music (Dewan, Ho 
& Ramaprasad, 2017), and the film industry (Oh, Roumani & Nwankpa, 2017). In particular, 
in the special issue on Recent Advances in Social Media in the Australasian Journal of 
Information Systems in 2018, many of the published studies (e.g., Grottke, Hacker, & Durst, 
2018; Morgan, Cheong, & Bedingfield, 2018; Palekar & Sedera, 2018; Wang, Alahakoon, & De 
Silva, 2018; Whiteside, Aleti, Pallant, & Zeleznikow, 2018) have discussed the importance of 
social influence generated in SNSs on various aspects of attitudinal and behavioral change 
(refer to Table 1).  

Study Aspect discussed in relation to social influence and SNSs 
Grottke et  al. (2018) How online interactions influence individuals in terms of generating social 

capital. 
Palekar & Sedera (2018) How SNS users influence news consumption in social broadcasting networks. 
Wang et al. (2018) How SNS users influence the interpretation of media content.   
Whiteside et al. (2018) 
 

The means through which interactions with different individuals (who may or 
may not belong to an individual’s physical social circle) can influence one’s 
intimate relationships. 

Table 1. The Importance of Social Influence for SNSs (AJIS special issue) 

The studies mentioned above emphasize that when examining different phenomenon in the 
context of SNSs, social influence has always been an area of interest for IS research. This not 
only proves that examining social influence in SNSs could allow us to understand online 
interactions better, but it also highlights that we should pay more attention to whether social 
influence theories which have been established by observing the individual interactions in the 
physical world could be applied in the same manner for SNSs.  

According to Dubin (1969, p. 126), when conducting research, there is a need to identify the 
“boundary conditions” or “initial conditions” which differentiate one particular study context 
from another to specify a theoretical model accurately. Considering that there are substantial 
differences in the way individuals interact in digital spaces such as SNSs and the physical 
world (Bagozzi & Dholakia, 2002) it is essential to identify what social influence constructs 
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have been discussed in the past in general and what social influence constructs are discussed 
at present in relation to SNSs. Such an understanding of the way social influence constructs 
have been adopted in different contexts would allow us to identify whether there are any 
conditions we should consider in the process of adopting social influence constructs to study 
various phenomena in the SNSs. 

2.1  Key Theoretical Constructs of Social Influence 

Theoretical foundations of social influence mainly lie in the discipline of social psychology and 
consist of many different constructs used across several disciplines to understand how social 
influence can affect individuals. For instance, Deutsch and Gerard (1955) introduced a theory 
of social influence that consists of two main constructs, namely, normative social influence and 
informational social influence. Kelman (1958) in his social influence theory, came up with three 
constructs of social influence, namely, compliance, identification, and internalization to indicate 
the processes through which people change their attitudes and behaviors based on the 
influence of others. Introducing social impact theory, Latané (1981) identified another three 
constructs of social influence, namely, strength, immediacy, and the number of people, which allow 
us to better understand social influence processes.  

Peer pressure (Kandel & Lazear, 1992), also identified as peer influence, is another commonly 
adopted social influence construct that examines the role of peers in affecting individual 
decisions. Further, in the paper “Social influence: Compliance and conformity”, Cialdini and 
Goldstein (2004) discussed two types of social influence namely, compliance and conformity and 
highlighted that an individual can be influenced based on three types of rewarding goals; goal 
of accuracy, goal of affiliation and goal of maintaining a positive self-concept. When examining social 
influence from a theoretical perspective, all these constructs have contributed to our 
understanding of the different processes of social influence which can influence individuals to 
form different attitudes and behaviors. Most of these constructs have been adopted by various 
disciplines to investigate the role of social influence in creating attitudinal and behavioral 
changes in individuals. Our investigation into how these constructs have been utilized over 
time in various domains has revealed the breadth of social influence and highlighted the need 
to identify the social influence constructs that have been widely used in IS.   

2.2 Constructs of Social Influence Used in IS Research 

The role of social influence in digital spheres has been an area of interest for IS for a 
considerable period (Bagozzi & Dholakia, 2002; Tsai & Bagozzi, 2014). IS researchers have 
employed several constructs of social influence to investigate various phenomena in the digital 
spheres. Table 2 illustrates the key social influence constructs examined in IS studies 
chronologically by the year in which the key study related to the social influence construct(s) 
was published. 

This illustration of social influence constructs examined in IS studies indicates that even when 
digital spaces such as SNSs were selected as the study context, IS studies have used social 
influence constructs that were developed prior to the advent of SNSs (e.g., Deutsch & Gerard, 
1955; Hovland, Janis, & Kelley, 1953; Kelman, 1958; Latané, 1981; Nemeth, 1986). 

When considering the applicability of each of these constructs to IS, Kuan et al. (2014) utilized 
informational social influence and normative social influence to understand how purchase 
decisions in group buying sites can be affected by social influence. In this study, informational 
influence has been applied in situations where people make decisions based on others’ actions 
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and judgments, thus treating them as sources of information, and normative influence is applied 
when people make decisions to comply with others, based on others’ preferences or 
expectations. Further, Kuan et al. (2014) indicated that both informational and normative social 
influences are contributing to conformity. Kwahk & Ge (2012) also recognized that SNSs 
facilitate the promotion of informational influence due to the dissemination of information and 
knowledge, encouraging SNS users to engage in e-commerce activities more. However, 
whether or not such theoretical constructs can be applied as they are has not been adequately 
addressed in these past IS studies. 

Social Influence 
construct(s) 

Key theory 
publication related 
to the construct(s) 

Examples of IS studies that have examined the social 
influence construct(s) 

Informational social 
influence and normative 
social influence 

(Deutsch & Gerard, 
1955) 

(Kuan, et al., 2014; K. Zhang, Lee, & Zhao, 2010; Zhao, 
Stylianou, & Zheng, 2018) 

Compliance, identification 
and internalization 

(Kelman, 1958) (Bagozzi & Dholakia, 2002; Bagozzi, Dholakia, & 
Mookerjee, 2006; Bagozzi, Dholakia, & Pearo, 2007; 
Cheung, Chiu, & Lee, 2011; Cheung & Lee, 2010; Datta, 
2011; Dholakia, Bagozzi, & Pearo, 2004; Shen, Lee, 
Cheung, & Chen, 2010; Tsai & Bagozzi, 2014; Wang, 
Meister, & Gray, 2013; Zhou, 2011) 

Strength, immediacy and 
number 

(Latané, 1981) (Chan, Skoumpopoulou, & Yu, 2018; Kwahk & Ge, 2012; 
Miller & Brunner, 2008; Mir & Zaheer, 2012) 

Peer pressure/peer 
influence  

(Kandel & Lazear, 
1992) 

(Godinho de Matos, Ferreira, & Krackhardt, 2014; 
Zhang, Pavlou, & Krishnan, 2018;  Zhang, Susarla, & 
Krishnan, 2014) 

Table 2. A Chronological Presentation of Social Influence Constructs 
Note: The order of the social influence constructs is presented by the year in which the seminal theory 
paper related to the constructs was published. 

Kelman’s social influence theory (1958) and Latané’s social impact theory (1981) have also 
widely been used in IS to analyze individual actions and attitude changes in relation to social 
influence (refer to Table 2). Notably, the literature analysis conducted through this study 
indicated these latter two theories as the most applied social influence theories for the context 
of SNSs. The three social influence constructs of Kelman (1958) were introduced to the 
academic community in his study on “Compliance, identification, and internalization: Three 
processes of attitude change”. According to this particular study (Kelman, 1958), social 
influence can be accepted by three different types of processes, namely, compliance, 
identification and internalization. Herein, compliance refers to the influential capabilities of 
significant others or powerful people in the influencee’s life (Bagozzi and Dholakia, 2002). 
Identification refers to the process whereby a person acts in a certain way to gain acceptance or 
a feeling of belongingness to a particular group or an individual (Kelman, 1958). Internalization 
refers to the process through which a person engages in a particular behavior because the 
behavior aligns with his/her value system (Kelman, 1958). The foundation for social influence 
studies in IS, particularly on SNSs, has been mainly laid with the support of Kelman’s 
substantial contribution. A number of IS studies exploring social influence in digital spaces 
have utilized Kelman’s theory on social influence as the basis for their research (refer to Table 
2). 

When the utilization of social impact theory is considered, Latané (1981, p. 343) defined social 
impact as “the great variety of changes in physiological states and subjective feelings, motives 
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and emotions, cognitions and beliefs, values and behavior, that occur in an individual, human 
or animal, as a result of the real, implied, or imagined presence or actions of other individuals”. 
In order to influence an individual, he suggested three factors that should be present when an 
interaction takes place: strength - “the salience, power, importance, or intensity of a given 
source to the target”, immediacy - “closeness in space or time and absence of intervening 
barriers or filters” and number - “how many people there are” (Latané, 1981, p. 344). 

Even though social impact theory was established before the advent of SNSs, several studies 
have utilized the theory explicitly in explaining the behavior of individuals in digital spaces 
(Chan, Skoumpopoulou, & Yu, 2018; Kwahk & Ge, 2012; Miller & Brunner, 2008; Mir & Zaheer, 
2012). Miller and Brunner (2008) even redefined the constructs to be appropriate to the online 
setting. For instance, when relating the construct of immediacy, which is mainly regarding the 
physical proximity between the source and the target of impact, Miller and Brunner (2008) 
defined immediacy in the digital environment in terms of user engagement in chatroom 
dialogues. Concerning the construct of strength, the same study used interpersonal factors such 
as assertiveness and exaggeration as indicators of strength in the person having an influence 
online. Such changes to the definitions of social influence constructs further denote the 
necessity of revisiting the theoretical constructs of social influence in light of SNSs. 

Peer influence is another social influence construct that has been widely discussed in IS. This 
can be defined as the process in which peers or friends play an important role when a specific 
individual decides to act in a certain way (Godinho de Matos, Ferreira & Krackhardt, 2014). 
Bapna and Umyarov (2015) investigated peer influence in SNSs in relation to online purchase 
decisions. Aral and Walker (2011) also studied the effect of peer influence by experimenting on 
viral marketing campaigns online. In addition to these social influence constructs that had 
been discussed even before the advent of SNSs, Dewan et al. (2017) used popularity influence 
and proximity influence to identify how social influence is generated in SNSs. Herein, the 
construct of popularity influence is explained in relation to the concept of word-of-mouth and 
observational learning through which consumers are influenced by their interactions with 
others. Proximity influence is defined in the same study as influence generated by close social 
circles in the social network.  

In summary, in reviewing IS studies that have examined social influence, we identified that 
social influence studies in IS mainly employ the constructs1of compliance, identification, 
internalization, peer influence, informational social influence, normative social influence, strength, 
immediacy, and number of people as the key variables in analyzing the behaviors of people (e.g. 
Bagozzi & Dholakia, 2002; Kuan et al., 2014; Kwahk & Ge, 2012; Mir & Zaheer, 1970; Sedera, 
Lokuge, Atapattu, & Gretzel, 2017; Zhang, Pavlou, & Krishnan, 2018). While these studies have 
contributed to the extension of knowledge greatly, one crucial factor that has not been studied 
adequately is whether these constructs can be applied in the same way to SNSs considering 
they were developed prior to the advent of SNSs. In order to investigate this matter further, 
we conducted a literature review to analyze the use of the social influence constructs in past 
social influence and SNS research and to examine what types of boundary conditions should 
be specified when social influence constructs are applied to SNSs.  

 
1 The logical derivation of the most applied social influence constructs in IS discussed in detail in Section 3. 
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3  Methodology and Analysis 

3.1 Overview of the Literature Sample 

Table 3. The Methodology for Selecting Papers Relevant for the Literature Review 

The objectives of the literature analysis were to: (i) develop an understanding of the 
importance of revisiting social influence theory for SNSs; (ii) identify the social influence 
constructs applicable for SNSs, and (iii) derive boundary conditions for SNS research as 
necessary. The literature analysis was deemed to be the most appropriate approach for the 

Steps Results/Comments 
1. Identification of suitable 
publishing outlets to conduct 
the literature search.  

Selecting the Basket-of-08 IS journals: Management Information Systems 
Quarterly, European Journal of Information Systems, Information Systems 
Research, Information Systems Journal, Journal of Information Technology, 
Journal of Strategic Information Systems, Journal of Management Information 
Systems, Journal of the Association for Information Systems 

2. Identification of 
appropriate 
keywords/strings for the 
literature search. 

Keywords: “social influence”, “influence”, “social influence and social media”, 
“social influence and social networks”, “social media”, “social impact”, “social 
impact and social media”, “impact”, “social interaction and social media” 

3. Selecting the time period 
for the literature search. 

2008 to 2018 was selected as the appropriate period for the initial set of research 
papers relevant to the objectives of the research. 

4. Carrying out the 
Literature Search using the 
keywords and downloading 
the relevant papers. 

Inclusion criteria: (i) Papers with titles and abstracts with a focus on either 
human interactions in digital spaces or social influence in the context of 
Information Technology or IS, (ii) Papers using both qualitative and qualitative 
methods, and literature reviews. 
Downloaded 193 papers in total. 

5. Reviewing full content of 
the downloaded papers to 
identify the most relevant 
papers for the study. 

Exclusion criteria: Papers that did not discuss or examine the occurrence of 
different types of social influence.  
Finalized 13 papers relevant to the research from the initial search. 

6. Engaging in backward 
search (reviewing the 
reference lists of the 13 
papers) and forward search 
(reviewing the studies that 
have cited the 13 papers 
using Google Scholar 
database) to identify more 
suitable papers for the 
literature sample. 

Inclusion criteria: (i) Seminal studies on social influence, (ii) Papers discussing 
either human interactions in digital spaces or social influence in the context of 
Information Technology or IS.  
45 papers were added to the literature sample. 

7. Adding PlumX highly 
cited SNS research that was 
not identified in the previous 
stages to the literature 
sample 
Note: The  PlumX metrics 
“gathers and brings together 
appropriate research metrics for 
all types of scholarly research 
output” (PlumX Metrics - 
Plum Analytics, n.d.) 

Inclusion criteria: Papers discussing either human interactions in SNSs or social 
influence in SNSs. 
7 papers were added to the literature sample. 

Total no. of papers selected 
for the literature sample 

13+45+7 = 65 
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study as we established that even though different theoretical constructs of social influence 
have been widely utilized in the domain of IS, (Bagozzi et al., 2006; Bagozzi & Dholakia, 2002; 
Eckhardt, Laumer, & Weitzel, 2009; Kuan et al., 2014; Sedera et al., 2017; Tsai & Bagozzi, 2014; 
Vannoy & Palvia, 2010), to date, a comprehensive literature analysis on this topic has not been 
conducted. In the meantime, a literature analysis would lay a strong foundation for future 
research employing social influence constructs to examine social interactions in SNSs. Notably, 
IS as a discipline has emphasized the necessity of producing literature reviews to strengthen 
the foundation of IS in terms of both theory development and progression as a discipline 
(Webster & Watson, 2002). The methodology for selecting literature is outlined in Table 3. 

3.2 Analysis 

Once the literature sample of 65 studies was assembled, we distilled the constructs of 
measurement. We first identified papers in the sample that discussed theoretical constructs of 
social influence in relation to human interactions and attitudinal/behavioral change. We then 
narrowed down the most common constructs of social influence emphasized in the studies. In 
papers where constructs of social influence were not explicitly discussed, we assigned the most 
appropriate constructs for the study based on the discussions presented by authors regarding 
the type of influence taking place in their study. Table 4 includes the study2  and the 
corresponding constructs employed, denoted in columns ‘A’ to ‘I’. The constructs denoted in 
Table 4 include three from Kelman’s social influence theory (1958); (A) compliance, (B) 
identification, (C) internalization, other commonly used social influence constructs in IS; (D) peer 
influence, (E) informational influence, and (F) normative influence, and three constructs from 
Latané’s social impact theory (1981); (G) immediacy, (H) strength, and (I) number of people. 

The initial mapping of the constructs was completed by one author and verified by the other 
two authors. A comparison of the individual classifications revealed average inter-coder 
reliability exceeding 80%3. Then we added binary values to the Table: ‘Y’ if the study explicitly 
or implicitly discussed a particular construct and ‘N’ if the study did not discuss a particular 
construct at all. The Table was designed following the “concept matrix augmented with units 
of analysis” structure recommended by Webster & Watson (2002, p. xvii) in the MIS Quarterly 
guest editorial titled ‘Analyzing the Past to Prepare for the Future: Writing a Literature 
Review’.  

Table 4 also allowed us to identify some common themes along which the analysis can be 
carried out. According to Webster and Watson (2002, p. xvii) “isolating concepts by units of 
analysis should result in a crisp review because it is easier to detect when you let a concept 
stray outside the scope of its domain”. Hence, using Table 4, we identified the most used 
constructs of social influence, overlaps between the social influence constructs, and the 
evolution of constructs. Finally, once the literature sample was analyzed under these themes, 
we derived the boundary conditions of social influence that could be established for SNS 
research. 

 

 

 
2 The complete list of references for Table 4 can be found in Appendix A. 
3 Krippendorff (1980) recommends inter-coder reliability of at least 70%. 
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Study A B C D E F G H I 

(Kelman, 1958) Y Y Y N Y Y N Y N 

(Latané, 1981) Y N N N N Y Y Y Y 

(Nowak et al., 1990) Y N N N Y Y Y Y Y 

(Latané et al., 1995) Y N N N N Y Y Y Y 

(Latané, 1996) Y Y N N N Y Y Y Y 

* (Latané and Bourgeois, 1996) N N N N N N Y Y Y 

(Venkatesh and Davis, 2000) Y Y Y N Y Y N Y N 

*(Bagozzi and Dholakia, 2002) Y Y Y N Y Y N N Y 

(Dholakia and Talukdar, 2004) Y N N N Y Y N Y N 

*(Dholakia et al., 2004) Y Y Y N Y Y N N N 

(Algesheimer et al., 2005) Y Y N N Y Y N Y Y 

(Lu et al., 2005) Y Y Y N Y Y N Y N 

(Gallivan et al., 2005) Y N Y Y Y Y N Y N 

(Lee et al., 2006) Y N Y N N Y N N N 

*(Song and Kim, 2006) Y Y N Y Y Y N Y N 

(Li et al., 2006) Y N Y N N Y N N N 

*(Bagozzi et al., 2006) Y Y Y N N Y N Y N 

*(Bagozzi et al., 2007) Y Y Y N N Y Y Y N 

*(Miller and Brunner, 2008) Y N N Y N Y Y Y Y 

**(Walther et al., 2008) N N N Y N N Y N N 

(Eckhardt et al., 2009) Y N N Y Y Y N Y N 

(Yang et al., 2009) Y Y Y N Y Y Y Y Y 

**(Mangold and Faulds, 2009) N N N N Y N N N N 

**(Pempek et al., 2009) N N N Y N Y N N N 

(Kulviwat et al., 2009) Y Y Y N Y Y N Y N 

**(Zeng et al., 2009) N Y Y N N Y N N N 

**(Kaplan and Haenlein, 2010) Y Y N N N Y Y N N 

*(Shen et al., 2010) Y Y Y Y N Y N Y N 

*(Posey et al., 2010) N Y N N Y Y N N N 

*(Huffaker, 2010) Y N N N Y Y Y Y Y 

(Glass and Li, 2010) Y N N Y N Y N Y Y 

(Vannoy and Palvia, 2010) Y N N N N Y N Y N 

**(Cheung and Lee, 2010) Y Y Y N N Y N Y Y 

**(Zhou, 2011) Y Y Y N N Y N Y N 

(Datta, 2011) Y Y Y N N Y N Y N 

(Shen et al., 2011) Y Y Y N N Y N Y N 

**(Cheung et al., 2011) Y Y Y N Y Y N Y N 

**(Kietzmann et al., 2011) N N N Y N N N Y Y 
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**(Hanna et al., 2011) N N N Y Y N N N N 

**(Fischer and Reuber, 2011) N N N N N Y N N N 

**(Mir and Zaheer, 2012) N N N N Y N Y Y Y 

**(Kwahk and Ge, 2012) Y Y N N Y Y Y Y Y 

**(Tufekci and Wilson, 2012) N N N N Y N N Y N 

**(Lipsman et al., 2012) N N N Y N N Y N Y 

**(Gensler et al., 2013) N N N Y Y N N Y Y 

(Singh and Phelps, 2013) Y N N Y Y Y Y Y N 

**(Hildebrand et al., 2013) Y Y Y N Y Y N Y N 

(Wang et al., 2013) Y Y Y Y Y Y Y Y N 

*(Tsai and Bagozzi, 2014) Y Y Y N Y Y N Y Y 

*(Kuan et al., 2014) Y Y N Y Y Y N Y Y 

**(Zhang et al., 2014) N N N Y N N Y N Y 

(Godinho de Matos et al., 2014) N Y N Y N Y N N Y 

**(Hu et al., 2015) N N N N N N N N N 

**(Wang et al., 2015) N N N N N N N N N 

**(Matook et al., 2015) Y Y N Y N Y N Y N 

**(Tussyadiah et al., 2015) N Y Y Y Y Y N Y N  

**(Oh et al., 2017) N N N N Y N N N N 

**(Sedera et al., 2017) Y Y Y Y Y Y N Y Y 

**(Thomaz et al., 2017) N N N N N N N N N 

**(James et al., 2017) N N N Y N N N N N 

*(Liao et al., 2017) N N N N N N N N N 

**(Rueda et al., 2017) Y Y N Y N Y N Y N 

**(Brandt et al., 2017) N N N N N N N N N 

**(Dewan et al., 2017) N N N Y N N N N Y 

(Zhang et al., 2018) N N N Y N N N N Y 

Table 4. Literature Synthesis 
Note: A – Compliance, B – Identification, C – Internalization, D – Peer Influence, E – Informational 
Social Influence, F – Normative Social Influence, G – Immediacy, H – Strength, I – Number of People 

3.2.1 Most Used Constructs 

Considering that the number of SNS users had risen significantly by 2007 (Kaplan & Haenlein, 
2010), the period before 2008 was set as the pre-SNS era and 2008 onwards as the SNS era for 
the purpose of identifying and comparing the use of social influence constructs in the 
literature. According to the analysis, the most discussed social influence constructs before 2008 
were compliance (94%), normative social influence (94%), and strength (78%). When comparing 
these constructs with the most used social influence constructs after the advent of SNSs (2008 
onwards), it was evident that normative social influence (62%) was the most discussed construct, 
followed by strength (57%) and compliance (49%). Even though compliance remained among the 
top three constructs discussed, its emphasis in IS studies decreased after the advent of SNSs. 
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This finding adheres to the argument in the study by Zhou (2011), which indicated that 
constructs such as compliance cannot be applied to SNSs since individuals have the ability to 
make voluntary choices in SNSs.  

3.2.2 Overlaps between Constructs 

The analysis highlighted that there is a possible (and perhaps unintentional) overlap between 
the constructs of Kelman’s social influence theory (1958) and Latané’s social impact theory 
(1981). For instance, Latané (1981, p. 344), defines strength in social impact as “the salience, 
power, importance, or intensity of a given source to the target”. Kelman (1958) refers to 
compliance as a process due to which an individual would behave in a particular way in order 
to receive rewards or approval from a person or a group, or due to the fear of being rejected 
(Bagozzi & Lee, 2002; Datta, 2011; Shen et al., 2010; Zhou, 2011). Hence, when an individual is 
influenced due to compliance, it is because the influencer is either an important or a powerful 
person in his/her life. The literature analysis indicated compliance (49%) and strength (57%) as 
two of the most discussed constructs in the SNS era. Due to the similar nature of these 
constructs, when a study explicitly discusses one construct, it is possible to discuss the other 
construct implicitly, and that could be one reason why both constructs appear in the top three 
social influence constructs in IS studies.  

Further, Kelman (1958) refers to identification as a process due to which a person is influenced 
to either establish or continue a successful relationship with another person or a group 
(Cheung et al., 2011; Wang et al., 2013). Kelman (1958, p.53), adds that for these two processes 
to be successful, the determinants of influence, namely “the relative importance of the 
anticipated effect” and “the relative power of the influencing agent” should be considered. 
While strength in social impact research has been discussed in the perspective of the source of 
impact, compliance and identification have been discussed in the perspective of the target. 
However, power, salience, intensity, and importance can be considered as attributes that 
should be possessed by the influencer under compliance and identification to influence another 
person. Therefore, such constructs of social impact should be best perceived as moderating 
constructs that affect the social influence processes. Further, these overlaps may influence the 
boundary conditions discussed later on in this study.  

When considering the social influence constructs in terms of definitions, informational social 
influence showed similarity to the construct internalization (Bagozzi & Lee, 2002; Venkatesh & 
Davis, 2000), and peer influence showed similarity to the construct identification. It was also 
observed that the normative social influence construct provided a high-level observation of the 
overall social influence rather than providing a specific construct to measure social influence. 
This could be one reason why normative social influence was one of the most discussed 
constructs in both pre-SNS era (94%) and SNS era (62%) studies. Thus, considering all the 
observed constructs of social influence in the literature sample, the constructs proposed in 
Kelman’s social influence theory (1958): compliance, identification, and internalization were 
identified as the more explicit and dominating constructs of social influence. 

3.2.3 The Evolution of Constructs 

The literature sample in Table 4 is chronologically ordered. While it was expected that the 
number of studies employing social influence would increase over time (with the advent and 
proliferation of SNSs), in reality, the number of such studies is plateauing. The comparison 
between the periods in which the studies were published (i.e., pre-SNS era and SNS era) 
highlighted that there are no substantial differences in the application of social influence 
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constructs in the two different contexts. The lack of acknowledgment of the novel context 
could be one of the reasons why the same social influence constructs (while there are minor 
differences in the order they are discussed) have been highlighted in IS studies.  

However, when considering the least discussed constructs, it was evident that peer influence 
(11%), which was one of the least discussed constructs in the pre-SNS era, was replaced by 
internalization (30%) in the SNS era. The high number of members in an individual’s social 
circle in the SNS era could be one reason why peer influence has been discussed more in the 
studies since 2008. Most interestingly, both immediacy and number of people remained among 
the least discussed constructs in both the pre-SNS and SNS eras.  

The complexity in considering a variety of social influence constructs in both the pre-SNS and 
SNS eras emphasizes the necessity of investigating boundary conditions for SNS by revisiting 
social influence theory and deriving the most appropriate constructs to examine attitudinal 
and behavioral changes in individuals. For instance, if the increase in interactions facilitated 
by the high number of people available in SNS (Smith, 2017) is considered, social influence 
constructs such as the number of people, and immediacy would become more important in the 
SNS era compared to the pre-SNS era. Yet, such constructs still receive limited attention in SNS 
studies since the social influence constructs that were considered important in the pre-SNS era 
are being applied to the SNS era without acknowledging these contextual differences. Even 
though several new constructs, such as popularity influence and proximity influence (Dewan et 
al., 2017) were introduced in IS studies to capture the social influence generated by people in 
SNSs, the emphasis placed on these constructs is still inadequate.  

3.2.4 Context of the Study 

The context of social influence is an important consideration as it can affect the study 
outcomes. For example, the theoretical perspective of social influence originated in the face-
to-face, physical context of human interactions. However, we observed that this theory was 
employed by approximately 65% of studies that considered SNSs or virtual community as the 
context (denoted with an (*) for virtual community studies and (**) for SNS studies in Table 
4). In contrast with the studies employing other social interaction media, no study in our 
sample explicitly observed the theoretical challenges in employing the social influence theory 
in SNSs.  

When considering the virtual community studies (*), Bagozzi and Dholakia (2002) examined 
how different social influence processes lead individuals to actively participate in virtual chat 
rooms. Song and Kim (2006) investigated the willingness of individuals to use virtual services 
based on social influence processes. While these two studies mainly focussed on how 
individuals would engage with a particular online service due to social influence, Miller and 
Brunner (2008) explored how different characteristics of individuals expressed through the 
digital sphere and their mere online presence would influence others to behave differently. 

When SNS studies (**) are considered, Zeng et al., (2009) examined how social identity and 
group norms affected “community users” group intentions to accept advertising in “online 
social networking communities” (Zeng et al., 2009, p. 1). Cheung and Lee (2010, p.24) 
investigated the role of compliance, identification, and internalization in “the decision to use an 
online social network”. Such diverse use of social influence constructs in both virtual 
community and SNS studies indicates the necessity of rethinking the adaption of social 
influence constructs to the specific context of SNSs. In other words, due to the range of 
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attitudinal and behavioural changes that take place within SNSs as a result of social influence, 
simply applying the same social influence constructs from pre SNS era may not be adequate 
to understand how social influence operates in SNSs. Further, while both virtual community 
and SNS studies have highlighted the importance of adopting selected constructs of social 
influence, such studies have rarely addressed the necessity of further refining the theoretical 
perspective of social influence to apply it successfully to the context of SNSs. This limitation 
encouraged us to look into boundary conditions that could allow IS researchers to streamline 
social influence for SNSs better.  

Therefore, the next step of the analysis was to derive boundary conditions based on the study 
sample. We followed a logical approach to determine what boundary conditions would be 
suitable for SNSs when examining social influence. First, referring to selected seminal works 
on boundary conditions and theory building, we identified how boundary conditions could be 
utilized to better apply a theory to a particular context and yield accurate findings (Bacharach, 
1989; Busse, Kach, & Wagner, 2017; Dubin, 1969; Weber, 2012; Whetten, 1989). Then, we 
carefully reviewed the papers in the literature sample, through several iterations, to examine 
the recurring notions/themes in the literature sample that have been identified as useful when 
applying social influence to the context of SNSs. For instance, if several studies in the sample 
identified that the ability of SNS users to include or exclude people from their social circles 
(having a choice) should be considered when investigating social influence in SNSs, we looked 
at all the papers in the study sample, using that condition as a lens, to determine whether that 
condition could be applied to examine social influence in SNS related research more 
effectively. The conditions identified in this way were included as boundary conditions of 
social influence for SNSs. We continued this exercise, on identifying the conditions considered 
essential for studying social influence in SNSs across all 65 papers and derived five boundary 
conditions. 

4 Focus on Boundary Conditions 

The literature sample demonstrates that, while we have made substantial leaps in technology 
by creating SNSs, arriving at a hyper-connected society, our theoretical foundations employed 
in IS studies have barely changed. This notion has also been highlighted in a study on social 
network analysis and SNSs (Kane, Alavi, Labianca, & Borgatti, 2014) which claims that 
researchers should not merely rely on theories developed prior to the advent of SNSs to 
understand the SNS related phenomena, since SNSs have changed the way social networks 
operate at present. Similarly, in our study, we argue that even though social influence 
processes would still be affected by the influencer’s popularity, the influencer’s relationship 
with the influencee, and the internal values of the influencee (Hovland et al., 1953) as in the 
pre SNS era, there are certain conditions (boundary conditions) facilitated by SNSs that make 
the social influence processes different to those operating in the traditional context.  

In particular, only a limited number of studies in our literature sample pay attention to 
possible boundary conditions at least implicitly when applying a theoretical foundation that 
was derived based on face-to-face human influence to the context of augmented, inflated, and 
excessive social influence of SNSs. For instance, Venkatesh and Davis (2000) examined the 
concept of voluntariness as affecting compliance and highlighted that compliance would be 
effective only in situations where a particular action is mandatory. Yet, the study is not specific 
to the context of SNSs. However, Zhou (2011), when studying SNS user participation, 
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indicated that compliance does not affect SNS user participation since participation is a 
voluntary decision made by the user. This factor is further discussed later in this study. 

While consistency in employing the constructs of social influence would lead to a cumulative 
tradition of research, the lack of acknowledgment of a major shift in the context - face-to-face 
to virtual - not only weakens our observations, but it also precludes us from forming a precise 
understanding of the nature of social influence in the new context (Busse et al., 2017).  

Hence, these gaps in the research could be addressed by revisiting boundary conditions and 
identifying which boundary conditions can be applied to the context of SNSs to analyze the 
actions that take place within this context. Even though various disciplines have studied the 
nature of social influence generated in SNSs among individuals, much of the theoretical work 
underpinning these discussions has been based on the theories that were developed prior to 
the advent of SNSs.  

Herein we specifically propose that, when considering social influence, studies must specify 
and observe conditions that the constructs are bounded by (Dubin 1969). The boundary conditions 
are derived through a comparison of the conditions upon which the traditional social 
interactions (e.g., face-to-face) are based against the conditions upon which the digital 
interaction happens. These limiting values are particularly potent in the SNS context. Lack of 
boundary condition specificity in emerging research could lead to either type-I or type-II 
errors. For example, you may reject the true null hypothesis (type-I) or fail to reject a false null 
hypothesis (type-II), by inadvertently selecting a particular sample that may not be random. 

In order to better illustrate this, we derived five salient boundary conditions through the 
analysis of our literature sample that affect the nature of social influence in the SNS era. These 
five factors can provide what Dubin called the boundaries of the theory. Dubin (1969, p.125), 
stated that “in order that a model may represent an empirical system, it has to have the 
boundaries corresponding to the empirical system. The boundaries are important to the 
specification of any theoretical model.” The derived five boundary conditions; (i) the choice, (ii) 
space and proximity, (iii) the locus of social influence, (iv) the number of people and times, (v) the 
diversity and the variety of social influence, would thus add meaning to the future social influence 
studies in the context of SNSs.  

4.1 The Choice of the Social Circle 
 

 

 

Figure 1. The Choice of the Social Circle 4 

 
4 Figure 1 to Figure 5 have been inspired and adapted by Dubin’s (1969) work on boundary conditions. 
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Figure 1 outlines the choice condition, which is necessary for SNS studies. For instance, as 
illustrated in panel 1, some of your family members can be a part of your social circle in the 
SNSs, or as depicted in panel 2, all your family members can be members of your SNS social 
circle. Another condition that could be applicable for an individual in SNSs is illustrated in 
panel 3, when the individual decides to keep his/her family members away from the SNS’s 
social circle. Thus, the individual has a choice when making decisions in SNSs or when adding 
or removing a person from the social circle of a SNS.  

Bagozzi and Dholakia (2002) differentiated such conditions in virtual communities from the 
conditions in traditional communities, stating that members of SNSs have a voluntary 
association with the membership. Therein, the individual could quit the network at any given 
time without participation. Hall and Fagen (1956) described such boundary conditions as 
exterior boundary conditions. It is argued that when a new unit of measurement must be 
introduced into a theorem, the unit must be designated affirmatively, as must be the theorem 
(Dubin 1969). Hall and Fagen (1956) emphasized that in cases when an exterior boundary 
condition changes the outcome of a proposed model, such variables should be considered as 
intervening variables (moderation, mediation assumed). Therefore, in social influence studies, 
the choice one would exert in determining one’s own social network should be considered.  

Zhang et al. (2018) investigated the direct vs. indirect peer influence in social networks, arguing 
that “Peer influence can arise from immediate neighbors in the network and from indirect 
peers who share common neighbors (p. 1)”. Their findings, based on an analysis of call logs, 
demonstrate significant differences between the direct and indirect influences. Given that in 
SNSs, individuals are exposed to a large number of direct and indirect peer influences at once, 
the choice of an individual in SNSs to exclude/include people from his/her social circles affects 
the influence they receive.  

Identifying the most used constructs in the literature sample, such as normative social influence, 
compliance, and identification, further confirmed the necessity of considering the boundary 
condition choice of the social circle. In SNSs, individuals have to comply with diverse types of 
rules because the individual can belong to many groups. Zhou (2011) highlighted that since 
participation in SNSs is a voluntary choice a person makes; the opinions of others do not 
matter in decision making. In contrast, Cheung and Lee (2010) showed that compliance and 
identification determine a person’s motive for using SNSs. Even though both Cheung and Lee 
(2010) and Zhou (2011) discussed only the user’s participation in SNSs, these studies confirm 
the necessity of a boundary condition on choice for SNSs. 

Therefore, for studies on social influence, the choice condition should be specified, as the social 
influence would only arise from those whom you have selected to be included in your SNS 
profile. For example, when constructs like (A) compliance, (B) identification, (C) internalization 
or (D) peer influence are considered, the choice that the individual has consciously made must 
be considered. Similarly, when measuring social impact through constructs like (G) immediacy 
and (H) strength, these constructs are be impacted by the choice condition.  
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4.2 Space and Proximity 

 

Figure 2. Space and Proximity  

Figure 2 outlines an example of a truth table for the proximity condition. We argue that both 
‘p’ and ‘q’ must be understood in social influence studies, where ‘p’ is the digital proximity, and 
‘q’ is the physical proximity that one has to a network or its subjects. By digital proximity, we 
mean the proximity between SNS users in terms of belonging to the same online group, or 
being members of the same SNS page, due to which the SNS users feel a form of connectedness. 
By physical proximity, we mean the proximity maintained due to one’s geographical location. 
People belonging to the same region or area would be influenced by each other more. Latané 
and Bourgeois (1996) in their works on the Dynamic Social Impact theory5 highlighted that 
social influence, at least concerning memorable interactions, seems to decrease with the square 
of the distance. However, the same study suggests that with the influence of technology, the 
social space between people will be affected, and the effective distance between people 
reduced. Digital proximity is how this aspect is changed due to the influence of the technology, 
where people feel closer to each other in spite of their physical distance. 

When applied to social influence in SNSs, the presence of both physical and digital proximity 
between an influencer and an influencee would mean social influence processes such as (C) 
internalization as investigated in Table 4, would become more optimal. Similarly, the proximity 
of influence must be considered in (G) immediacy to recognize the physical and digital 
distances of the influencer. The consideration of a boundary condition on space and proximity 
allows us to examine how different social influence processes would become less or more 
optimal based on digital and physical proximities between influencers and influencees. Our 
literature analysis showed that one of the least used constructs in the study sample was 
immediacy, which indicates that researchers have underutilized constructs that could add more 
depth to our understanding of social influence in SNSs. However, there are SNS and digital 
space focused studies that have identified the application of proximity conditions in digital 
interactions (Miller & Brunner, 2008; Singh & Phelps, 2013; Wang et al., 2013).  For instance, 
the study by Dewan et al. (2018), implicitly discusses the proximity condition. They 
acknowledge the difficulties in assessing proximity in SNSs, stating that “identifying 
proximity influence using observational data is challenging due to homophily, which may 
influence both the formation of social ties and music consumption decisions” (p. 119).  

Furthermore, Miller & Brunner (2008, p. 2977), in examining online social influence using the 
theory of social impact, discussed the immediacy construct in online communities as “a 
participant’s proximity to the chat room dialogue as evidenced by a participant’s number of 

 
5 Dynamic social impact theory consists of four constructs, namely clustering, correlation, consolidation and continuing diversity. 
Latané and Bourgeois (1996) have utilized these 4 constructs to analyze user behaviors in electronic groups and thereby to explore 
the operation of social impact in social space. 
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contributions and their total number of contributed words”. Pempek, Yermolayeva, and 
Calvert (2009) indicated that college students maintain connections on SNSs, usually with 
people who have been known to them in the physical world. These previous works highlight 
how physical proximity can influence SNS users in their decisions and confirm the necessity 
of considering both digital proximity and physical proximity when engaging in social 
influence research in the context of SNSs.  

4.3 The Locus of Social Influence 

 
Figure 3. The Locus of Social Influence  

Figure 3 denotes the locus of social influence. It recognizes that there are multiple realms of 
networks, not just one layer of social network around an individual. As such, social influence 
may arise from any of those realms. However, it is asserted that not all realms have the same 
level of social influence. Depending on the nature of the event and the nature of the influencer 
or the group affiliated, the individual could be receptive to the influencer. For example, the 
#Metoo movement against sexual harassment had active participation from 85 countries (Park, 
2017). 

Furthermore, the locus of social influence would have an effect on studies employing the (C) 
internalization as an aspect of social influence. Given the realms of social networks, 
internalization may be short-term or long-lasting, depending on the locus of social influence. 
For instance, Tufekci and Wilson (2012), examining a political protest in Egypt, indicated how 
the political content generated by a few groups such as journalists, and activists, escalated to 
the level of a real-world protest due to the adoption and acceptance of the political ideology 
spread through SNSs by the general public. Particularly as depicted in Table 4, this study has 
implicitly identified social influence constructs such as (E) informational influence and (H) 
strength to elaborate how individuals coming from various realms in SNSs motivated other 
individuals to take part in this political protest. As such, exploring the boundary condition of 
locus of social influence in future studies would enable us to explore social influence processes 
more precisely, considering the nature of the influencers in changing the attitudes and 
behaviors of other individuals using SNSs.  

In addition, the ice bucket challenge can be considered as another good example that shows the 
applicability of the boundary condition of the locus of social influence. The Ice bucket 
challenge was first initiated by celebrities who are famous worldwide (Ni, Chan, Leung, Lau, 
& Pang, 2014). As per Facebook (2014) “over 28 million people have joined the conversation 
about the ice bucket challenge including posting, commenting or liking a challenge post” and 
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“2.4 million videos related to the ice bucket challenge have been shared on Facebook”. This 
trend implicitly denotes the nature of social influence in SNSs. It also emphasizes how an 
initiative of celebrities could escalate into a mass sharing of videos by the SNS population that 
would motivate individuals to act based on the influence generated in various realms. Cheung, 
Chiu, and Lee (2011, p. 1340) stated that in SNSs, “if a user joins too many communities, it is 
hard for him/her to create a sense of belonging to a specific group”. In such instances, the users 
may be confused in determining whether or not to engage in a certain action, as he/she could 
be receiving contradictory messages from multiple influencers. As such, the observations we 
made under the analysis of the literature sample denoted that further investigation of 
boundary conditions such as the locus of social influence is crucial in examining the social 
influence in complex platforms such as SNSs. 

4.4 The Number of People and Number of Times 

 

Figure 4. The number of People and Times 

Figure 4 demonstrates the possible effect that the number of people and the number of times has 
on social influence constructs. Herein, we claim that the more people you are exposed to in 
SNSs, and the more times a particular message is circulated, the higher the tendency of a 
person to be influenced in the context of SNSs. For instance, Facebook indicates that 
individuals have an average of 338 friends (Smith, 2017). While the exact number may be 
debatable, it is evident that SNSs allow one to connect with more friends than pre SNS era 
(Mangold and Faulds 2009). When a statement or a post is cited by a high number of people 
in your network, it is likely to have a strong influence. The fundamental premise of repeated 
message (Black, 1949) is developed on the premise of the influence of the number and time 
premises. Thus, constructs like (E) informational social influence, and (F) normative social influence 
will be affected by the number of people and number of times. For instance, Kuan et al. (2014) 
in their study on online buying behaviors, highlighted that information on the number of 
people who have bought a product (informational social influence, and thereby the number of 
times and number of people) and the type of people who have liked a product (normative 
influence) in SNSs, affect the purchase decisions of consumers.  

As illustrated in Table 4, the study of Kuan et al. (2014) has investigated many constructs of 
social influence such as (A) compliance, (B) identification, (D) peer influence, (E) informational social 
influence, (F) normative social influence, (H) strength and (I) number of people, implicitly to examine 
the actions of consumers. Herein, the application of the boundary condition of the number of 
people and number of times would allow us to explore the power that lies in SNSs to spread 
social influence to a larger population due to the repetition of the same message by many 
influencers in SNSs. Furthermore, Kwahk & Ge (2012, p.1817) in studying the impact of SNSs 
on e-commerce, state that “more social media interaction ties can bring higher group pressure 
and lead one to conform to the group” (number of people). This aspect also denotes the 
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possibility of applying the boundary condition of the number of people and number of times 
to SNS research in examining social influence.   

4.5 The Diversity and the Variety of Social Influence 

 

 

 

 

 

 

Figure 5. The Diversity and the Variety of Social Influence 

Figure 5 recognizes the diversity and the variety of connections maintained in SNSs (Walther et 
al. 2008). As expressed in Figure 5, maleness plus movies has a narrower domain than either 
one alone. When comparing the diversity and the variety of social influence in traditional vs. 
SNSs, Kwahk and Ge (2012, p. 1816) indicated that in the past, social circles had narrower 
diversity, but with the proliferation of SNSs, social influence is getting “broader and stronger” 
making the presence of SNSs a critical aspect of peoples’ lives. Shen, Lee, Cheung, and Chen 
(2010) explored how social influence and other related factors affect men and women 
differently when taking part in SNSs based team collaborations. Particularly when 
investigating multiple constructs of social influence in the context of SNSs such as (A) 
compliance, (B) identification, (D) peer influence, (H) strength as depicted in Table 4, diversity and 
the variety of social influence allows us to examine the role of diverse influencers in SNSs in 
encouraging individuals to change attitudes or behaviors. The researcher has an obligation to 
specify which spectrum of social influence is sought based on the diversity and the variety of 
social influence a study population receives in SNSs. 

In summary, the literature analysis conducted in the study indicates that applying social 
influence directly to SNSs and other digital spaces without considering these theoretical 
boundaries could lead to inconsistencies as well as ambiguities in the findings (Busse et al., 
2017).  As such, the above mentioned five boundary conditions, which we derived through 
several iterations of the literature review, would guide future research to apply social 
influence theoretical constructs to SNSs precisely and generate valid results relevant to the 
specific context of SNSs (Busse et al., 2017).  

5 Conclusion 

Social influence is an important stream of research that allows us to understand how the 
interactions among individuals in society lead to attitude and behavioral change. The existing 
theoretical foundations that investigate social influence, particularly in IS are under increasing 
pressure due to the advent and proliferation of SNSs. While much of the works on social 
influence have made substantial contributions to research, studies lack a nuanced view of the 
boundary conditions that are entrenched in SNSs. For instance, when utilizing the constructs 
generated by the social influence theories, previous studies have identified that not all 
constructs that generate social influence in the physical world can be applied in the same way 
to understand the social influence in SNSs (Datta, 2011; Shen, 2010; Zhou, 2011). By identifying 
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this limitation in applying social influence on SNSs, this paper derived five boundary 
conditions based on a literature analysis and demonstrated how recognizing such boundary 
conditions up-front can provide better insights (Bacharach, 1989; Busse et al., 2017; Dubin, 
1969; Gonzalez-Mulé & Aguinis, 2018; Whetten, 1989). 

Our analysis of the 65 past studies suggests that the boundary conditions are applicable to 
understand social influence in the contemporary setting of SNSs. The overlaps between the 
constructs of social influence, the acknowledgment in previous studies regarding the 
contextual differences between the society before and after the advent of SNSs, and the 
application of the five boundary conditions to constructs of social influence suggest the 
validity of this broader application.  

Through this study, we make both theoretical and practical contributions to IS. Even though 
many IS studies have considered the theoretical perspective of social influence in examining 
individual attitude and behavioral changes, to date, no study has explicitly acknowledged the 
necessity of developing boundary conditions for SNS research. As such, the findings of this 
study can be utilized to investigate social influence in SNSs further. The identification of the 
five boundary conditions means that researchers can now develop instruments and 
procedures to measure these conditions (Busse et al. 2017; Dubin, 1969; Weber, 2012). 
Therefore, in terms of knowledge generation, we believe the findings of this study will serve 
as a lens in the domain of IS, allowing us to look at social influence generated by SNSs from a 
new perspective. Furthermore, seminal works on theory development have highlighted the 
contribution of boundary conditions in assisting researchers to generate valid findings (Busse 
et al., 2017; Dubin, 1969) and improving the generalizability of theories (Busse et al., 2017; 
Whetten, 1989). Similarly, by exploring five boundary conditions for social influence research 
in SNSs, we have identified that paying closer attention to boundary conditions when 
applying an existing theory to a new context would allow future studies to contribute to more 
rigorous research.  

The derived boundary conditions would also enable future studies to be more specific when 
using social influence and make their findings more relevant to the context of SNSs. Further 
to this, practitioners will be able to develop strategies which can yield better outcomes with 
regard to their SNS campaigns. Notably, in terms of SNS marketing, the boundary conditions 
would allow practitioners to identify the optimal conditions for maximum social influence, 
and thus, encourage different behaviors among consumers. Moreover, we should also bear in 
mind that the exploration of boundary conditions has already been proven to reduce the gap 
between theory and practice (Busse et al., 2017). As such, whenever a researcher applies theory 
to any novel context including SNSs, determining the boundary conditions of the selected 
theory and examining whether or not the theory fits into the new contextual dimensions 
would not only facilitate the generation of accurate results but also ensure that the findings 
have practical implications.  

However, one of the limitations we would like to acknowledge in this study is the formulation 
of boundary conditions based only on literature analysis. The five boundary conditions were 
determined based on literature, and the number of boundary conditions for SNSs social 
influence studies may vary depending on further empirical tests. For instance, conducting a 
social network analysis to examine the applicability of these boundary conditions would have 
been useful for the study. Nevertheless, our aim at this point is to highlight the necessity of 
developing boundary conditions for SNSs social influence studies, which we have 
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accomplished through this study. Our study encourages future research to incorporate these 
boundary conditions for social influence in studies on SNSs so that the theoretical constructs 
of social influence can be applied in a novel way to relate to the context of SNSs. Further, the 
derivation of boundary conditions for the theoretical perspective of social influence can be 
improved if a comparative analysis of social influence theories could be conducted across 
different disciplines. Even though our findings reliant mainly on IS literature, included 
research findings from other disciplines including psychology, sociology, marketing, 
management studies, political science and communication studies, it was not within the scope 
of our study to conduct a comparative analysis of the use of social influence theoretical 
constructs for SNSs by placing equal emphasis on studies published in all disciplines.  
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