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Abstract 

Information systems (IS) studies regularly assume linearity of the variables and often 
disregard the potential non-linear theoretical interrelationships among the variables. The 
application of polynomial regression and response surface methodology can observe such 
non-linear theoretical assumptions among variables. This methodology enables to examine the 
extent to which two predictor variables relate to an outcome variable simultaneously. This 
paper utilizes the expectation confirmation theory as an example and provides a 
methodological commentary that illustrates a step-wise process for conducting a polynomial 
regression and response surface methodology. 
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1 Introduction 

Non-linearity of variables is a key underlying assumption in most research conducted in 
information systems (IS), where the researchers assume that there is no interplay between 
variables. This approach is particularly important in multi-source feedback research, where it 
allows a researcher to examine the extent to which the combinations of two predictor variables 
relate to an outcome variable (Shanock et al. 2010). For an example, the technology acceptance 
stream of research, which have been developed using the theory of planned behaviour (Ajzen 
1991) and theory of reasoned action (Ajzen and Fishbein 1980), highlight non-linearity. Both 
these theories and their derivations like unified theory of acceptance and use of technology, 
require the researcher to consider non-linearity of the constructs. Similarly, the expectation 
confirmation theory (ECT) (Oliver 1977; Oliver 1980; Oliver et al. 1994) is also a widely 
employed theory in IS research (Lim et al. 2013), with non-linear assumptions.  

Despite such theories requiring non-linearity, IS research rarely treats them as linear theories. 
For example, Venkatesh and Goyal (2010, p. 282), citing Technology Acceptance Model and 
Expectation Confirmation Theory1, state that “prior technology acceptance research in general and 
EDT research in IS in particular is limited to linear models. Linear models fail to reveal complexities 
that are anticipated in theories of congruence, such as EDT in which attitudes and behaviors result from 

                                                      
1 A representative collection of past information systems (IS) studies employing ECT include (Fan and 
Suh 2014; Lankton et al. 2014; Lankton and McKnight 2012; McKinney et al. 2002) 
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the congruence between expectations and experiences.” Failure to adhere to the non-linear 
assumptions compromise research and practical explanations of the research, compromising 
the credibility and insightful findings. Moreover, such linear models assume that there is a 
similar effect for multiple independent variables on the dependent variable (Venkatesh and 
Goyal 2010). Therefore, even if the actual relationship between the component measures and 
the outcome measure is curvilinear, linear models would oversimplify the relationship and 
mask the true relationships among the variables (Edwards 2002; Edwards and Cooper 1990). 
(Fan and Suh 2014; Lankton et al. 2014; Lankton and McKnight 2012; McKinney et al. 2002) 

Polynomial regression (Edwards and Parry 1993) and response surface methodology (Box and 
Draper 1987; Khuri and Cornell 1987) have been acknowledged as techniques that allow 
researchers to engage in testing the non-linear assumptions, allowing greater exploratory and 
explanatory potential of the phenomenon under investigation. Specifically, the polynomial 
regression (Edwards and Parry 1993), together with the response surface methodology (Box 
and Draper 1987; Khuri and Cornell 1987), provide the basis for testing and interpreting the 
features of surfaces corresponding to polynomial quadratic regression equations between two 
predictor variables and an outcome variable (Shanock et al. 2010). The non-linear analysis provides 
an opportunity to investigate beyond the simple relationships between two (or more) variables 
and extend the understanding of the interaction effects of the variables.  

The theoretical simplification through linearity assumptions not only hinder the possible 
opportunities to better understand how complex relationships between variables unravel, but 
also carries the dangers of mis-interpretation and/or overstating the effects, ultimately leading 
to incomplete, partial or erroneous interpretations of the findings (see Ping 2002; Titah and 
Barki 2009). Naturally, the employment of non-linear postulations in analysis has the potential 
to uncover the complex and contingent relationship that the theory originally suggests 
between the constructs.  

Despite the aforementioned advantages, only a handful of IS researchers have employed the 
polynomial regression and surface response technique in their analyses (See Brown et al. 2008; 
Roberts and Grover 2012b; Titah and Barki 2009). This paper attributes the paucity of studies 
that relax linearity assumptions to (i) the conceptual challenge of theorizing complex three 
dimensional non-linear relationships, (ii) interpretive difficulties of the results and (ii) the 
limited existence of discussions on the method.  

As such, the objective of this paper is to present: (i) the applicability of the polynomial 
regression and surface response technique to the main-stream IS research, (ii) how new 
research questions and insights can be derived using the polynomial regression and surface 
response technique, (iii) guidelines for developing hypotheses corresponding to two related 
predictor variables and their dependent variable, (iv) the procedure to conduct a polynomial 
regression with its corresponding response surface graph, (vi) an application of the 
methodology in a field setting and (vii) the benefits of the polynomial regression and response 
surface methodology.  

The paper proceeds in the following manner. First, the paper provides an overview of 
polynomial regression and response surface method. Therein, it introduces the assumptions 
and interpretations of the method. Next, it provides results of an analyses demonstrates the 
assumptions and interpretations, employing the expectation confirmation theory. It provides 
a step-by-step application of the methodology, as well as how the results can be interpreted. 
Finally, the paper concludes with the contribution to academia and practice. 
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2 Background  

The use of polynomial regression together with response surface methodology (henceforth 
referred to as ‘polynomial regression,’ since response surface method also follows the same 
regression principals) in IS research is scant. To the best of our knowledge, only a small 
number of studies have even suggested the importance of polynomial regression and response 
surface method (see Brown et al. 2008; Roberts and Grover 2012b; Titah and Barki 2009). 
However, a review of the literature reveals that polynomial regression could have been 
applied in most of the IS studies to derive deeper and better theoretical explanations. For 
example, Appendix A includes a sample of 14 articles from the two leading journals in the 
discipline, MIS Quarterly and Information Systems Research, that could have employed 
polynomial regression to improve their insights. It is highlighted that the original intention of 
these studies was not to employ polynomial regression. For example, in the study of 
alternative sampling in digital age by Steelman et al. (2014), inclusion of polynomial regression 
could have complemented the traditional structural model testing, further elaborating (i) how 
different combinations of perceived usefulness and perceived ease of use impact the 
behavioural intention? and (ii) how combinations of perceived usefulness and perceived ease 
of use impact the behavioural intention across different cohorts of samples. Observing the new 
research questions, one might come to an invalid conclusion that the focus of polynomial 
regression is limited to observing the impact of two variables in combination on the dependent 
variable. In fact, the polynomial regression can assess the complete interaction effect of two 
variables on the dependent variable. This means, that the studies in Appendix A could have 
observed (i) the optimal combinations and (ii) the effect of variables on a continuum. As such, 
it can be argued that the IS researchers have missed opportunities to provide greater insights 
by not adhering to the notions of polynomial regression and response surface methodology. 
With the objective of providing the methodological awareness, the next section provides an 
overview of the method, its fundamental assumptions and details of how results are 
interpreted.  

3 Overview of polynomial regression and response surface 
methodology 

Polynomial regression is a technique that can be used to model the relationship between 
multiple independent variables (X and Y) in relation to a dependent variable (Z) through a 
non-linear relationship (Shanock et al. 2010). Citing Edwards (1994), Venkatesh and Goyal 
(2010, p. 286) state “based on a basic theoretical model, Z = f (X, Y), this technique allows the 
examination of curvilinear terms so that a more accurate picture of the relationship between component 
measures and an outcome variable can be detected.”  

Polynomial modelling involves a hierarchical analysis of polynomial equations, which 
continues until the variance explained by the next higher-order equation is not statistically 
significant. For example, a quadratic polynomial equation is  

Z = b0 +b1 X + b2 Y + b3 X2 + b4 XY + b5 Y2 + e 

Here, component scores for X and Y (first stage X1 and Y1) are entered to test their linear 
relationship with Z in hierarchical stages. During the second stage of analysis, higher-order 
terms (X2 and Y2) are added into the equation along with the product term (XY) to test for the 
presence of curvilinear (here, quadratic) relationships. Subsequently, cubic terms could be 
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added into the equation in order to test for the presence of further higher-order curvatures 
(Edwards 2002; Edwards and Van Harrison 1993).  

Similar to polynomial regression (Edwards and Parry 1993), response surface methodology 
(Box and Draper 1987; Khuri and Cornell 1987) is a common technique that analyse non-
linearities. Moreover, the polynomial regression, together with the response surface 
methodology, provides the basis for testing and interpreting the features of surfaces 
corresponding to polynomial quadratic regression equations. Especially, these techniques are 
popular in micro and macro organizational literature to investigate congruence and/or 
discrepancies between variables (Shanock et al. 2010). Moreover, polynomial modelling and 
response surface methodology have been used widely in organization behaviour (e.g., Hecht 
and Allen 2005; Kristof 1996), marketing (e.g., Kim and Hsieh 2003), and personnel psychology 
(e.g., Shaw and Gupta 2004). 

These techniques allow a researcher to examine the extent to which the combinations of two 
predictor (independent) variables relate to an outcome (dependent) variable. Further, this has 
been widely used in multi-source feedback research (Shanock et al. 2010). The combination of 
the two methods provides the statistical insight required to examine the nuanced views of 
tripartite relationships by investigating the variables in a three-dimensional space where it 
provides the relationships between combinations of two predictor variables and an outcome 
variable (Shanock et al. 2010). 

3.1 Assumptions of polynomial regression 

Generally, the polynomial regression and response surface methodology can be used for any 
circumstances in which the phenomenon involves an investigation of how combinations of 
two predictor variables relate to an outcome. However, Edwards (2002) outlines few 
assumptions that must be met in order to apply this analytical technique. First, the two 
predictor variables must be commensurate and thus should represent the same conceptual 
domain. As such, the relationship between the predictor variables can be interpreted in a 
meaningful way in relation to the dependent variable. For an example, if a researcher is trying 
to predict a customer’s satisfaction with the service provided in a hotel, it is more meaningful 
to look at customer satisfaction (Outcome Variable Z) in relation to the discrepancy or 
agreement between the customer’s expectations (Variable X) and the actual customer 
experience (Variable Y).  

Second, the predictor variables (X and Y) must be measured on the same numeric scale; or, 
when the scales are different, the scales should be transformed to a standardized scale so that 
the degree of correspondence between the variables can be determined in a more accurate 
manner. For example, both variables are required to be measured on a 5-point or 7-point Likert 
scale (e.g., “strongly disagree” to “strongly agree” / “not at all” to “very frequently”). In case 
the two scales are different (e.g., 7-point Likert and 5-point Likert scale), the scales need to be 
standardized to a single scale in order to place both variables on a common metric (See Harris 
et al. 2008).  

Third, as with any regression technique, all the standard assumptions relating to the multiple 
regression technique as explained by Tabachnick and Fidell (2007) need to be met in order to 
apply this technique. Moreover, polynomial regression could be used in the place of 
moderated regression to study the relationships between combinations of variables (X and Y). 
The reason for this is that the polynomial regression has more explanatory power compared 
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to the traditional moderated regression as it provides nuanced views on the relationships 
between different combinations of predictor variables (X and Y) and a dependent variable (Z) 
in a three-dimensional space (Shanock et al. 2010).  

Finally, the polynomial regression and response surface methodology can be used when the 
underlying theoretical assumptions suggest non-linearity between the independent and 
dependent variables. For example, the original theoretical assumptions of the ECT suggest 
non-linearities in the relationships between expectations, experience and satisfaction (Oliver 
1977; Oliver 1980). Thus, studies that use ECT as the underlying theoretical lens could employ 
polynomial regression together with response surface methodology to establish nuanced 
views of the relationships between the three variables of expectation, experience and 
satisfaction (Brown et al. 2012; Brown et al. 2014; Brown et al. 2008). Once it has been ensured 
that the above assumptions are met then the polynomial regression needs to be run to resolve 
the polynomial equation and to obtain the outputs. Then, the polynomial outputs needs to be 
projected in a three-dimensional response surface as the higher order polynomial outputs 
often result from a polynomial model are difficult to interpret (Edwards 2001). Shanock et al. 
(2010) provides a detailed stepwise guidance for conducting polynomial regression and 
creating the response surface using polynomial outputs. 

3.2 Interpretation of the response surface 

The interpretation of the resultant response surface is accompanied by four properties 
(denoted using a1, a2, a3 and a4), that are relating to the slope and the curvature of response 
surface. The property a1 is related to the slope or the inclination of the surface along the 
agreement line (X=Y) whereas the property a2 relates to the curvature of the X=Y line. 
Similarly, the properties a3 and a4 relate to the slope and the curvature of the surface along 
the disagreement line (X= negative Y) respectively. As such the four indicators a1, a2, a3 and 
a4 relate to the inclination and the curvature of the surface along the two perpendicular axes 
X = Y and X = negative Y. 

Several different research questions can be answered through the resultant response surface 
and the calculated surface values. For example, using a response surface, a researcher can 
examine: (i) the agreement or alignment between two predictor variables on an outcome 
variable, (ii) the discrepancy between two predictor variables on an outcome variable, (iii) the 
direction and magnitude of the discrepancy between two predictor variables on an outcome 
variable, (iv) the nature of the synergy between two predictor variables (positive or negative) 
and outcome variable, and (v) the mediation effect of one predictor variable on the other 
predictor variable (complete or partial) on an outcome variable. It is noted that, while 
individually useful, the aforementioned five types of analyses must be viewed in combination, 
rather than in isolation. Moreover, as exemplified in Table 2, each line must be assessed 
together with its significance and not just on the shape or slope of the surface.  

Panel A in Figure 1 provides the X, Y and Z axes and lines of congruence and incongruence, 
while Panel B in Figure 1 includes a sample of a response surface graph using two predictor 
variables (X and Y) and one dependent variable (Z). 
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Figure 1. A sample graph for a response surface of two predictor variables (X and Y) and an outcome 
variable (Z) 

3.2.1 Agreement between two predictor variables as related to an outcome variable 

A key mechanism of the response surface methodology allows a researcher to study the 
agreement between two predictor variables in relation to an outcome variable. In panel B of 
Figure 1, the line between point A and B of the surface area of the graph (marked as ABCD) 
depicts the perfect agreement or alignment between the two predictor variables (which means 
X is equal to Y). Whilst the surface property a1 (slope or the inclination of the surface along 
agreement line, X is equal to Y) explains the slope of the surface along A to B (i.e. the agreement 
line), a2 (curvature of the X is equal to Y) explains the curvature or the non-linearity of the 
surface along the A-B line (Panel B). If the test value a1 is positive (negative), the outcome 
variable increases (decreases) as the two predictor variables increase. Whilst the significant 
value of a2 indicates a non-linear (curvilinear) slope along the agreement axis, a significant 
positive a2 value suggests an upward convex curvature for the surface along the A-B line, 
whilst a significant negative a2 value suggests a downward concave curvature for the surface 
along the A-B line. If the agreement between two predictor variables shows a linear additive 
relationship to the outcome variable a1, the slope is positive but if it shows a linear additive 
relationship to the outcome variable, thus a2, the curvature of the surface along the line of 
agreement would not be significant. 

Moving along the solid line from the front of the graph in Panel B of Figure 1 (Point B) to the 
back (Point A), the line of perfect agreement of two predictor variables as related to outcome 
variable (Z) has a positive slope. Further, the lowest level of the outcome variable is at the front 
corner of the graph on the A-B line (Point B) where both predictor variables are low, and 
increasingly higher towards the back corner of the graph on the A-B line (Point A) where both 
predictor variables are high. 

3.2.2 Disagreement between two predictor variables as related to an outcome 
variable 

Disagreement, or incongruence, explains how the discrepancy between two predictor 
variables relates to an outcome variable. The line perpendicular to the line of perfect 
agreement (the A-B line on the ABCD response surface) represents the line of incongruence. 
The dotted line on the floor of the graph in Panel B of Figure 1 depicts this line of incongruence 
(X= negative Y), that is, when the two predictor variables are not in agreement. As the surface 
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property a4 explains the curvature along the line X= negative Y, a significant negative 
curvature depicts that the dependent variable drops as the difference between the two 
predictor variables widens (i.e. increasingly discrepant as moving away from the line of 
agreement). Whilst a significant negative a4 indicates a concave surface, a significant positive 
a4 indicates a convex surface. The concave surface explains that the value of the outcome 
variable decreases more sharply as the degree of discrepancy between the two predictor 
variables increases; whilst the concave surface explains vice versa. The surface along the line 
of disagreement of the graph in Panel B of Figure 1 displays a concave surface and shows a 
sharp decrease in the outcome variable as the discrepancy between the predictor variables 
widens. 

3.2.3 Direction and magnitude of the discrepancy between two predictor variables 
as related to an outcome variable 

The slope along the line of incongruence between the two predictor variables (X = negative Y) 
as related to the dependent variable explaining the extent to which the direction of the 
discrepancy matters to the outcome variable. As the surface property a3 relates to the slope of 
the line of incongruence as it relates to the outcome variable, a significant value for a3 shows 
that the direction of discrepancy indeed matters to the changes in the outcome variable. A 
significant positive a3 indicates that the outcome variable decreases when predictor variable 1 
(X) is less than predictor variable 2 (Y) and vice versa.  

Moreover, the graph in Panel B of Figure 1 shows that moving to left or right of the ‘agreement 
line’ on the floor (i.e. towards points X and D of the ABCD response surface on the graph 
respectively), where the two predictor variables become more and more discrepant one could 
observe the changes in the outcome variable as a result of the discrepancies between predictor 
(X and Y) variables. Such observations will be evident through the slope (a3) and curvature (a4) 
of the surface along C and D. Moving away from the agreement line towards point C along 
the horizontal dotted line on the floor of the graph, the predictor variable 2 (Y) increases and 
predictor variable 1 (X) decreases and the outcome variable Z decreases. Similarly, moving 
from the agreement line towards point D along the dotted line on the floor of the graph, the 
predictor variable 1 (X) increases as predictor variable 2 (Y) decreases. This highlights the 
observations that can be made on the discrepancy and direction of assimilation between two 
predictor variables using the resultant response surface. 

3.2.4 Synergy between two predictor variables as related to an outcome variable 

Synergy between two predictor variables has been described as the combined effect of two 
factors (X and Y), where the combined effect could either create a negative synergy (making 
the combined effect of the two factors less than the sum of each factor’s separate effect) or a 
positive synergy (making the combined effect of the two factors greater than the sum of each 
factor’s separate effect) (Titah and Barki 2009). Positive synergy explains the complementarity 
of two variables, whereby it explains that the increase in either factor increases the impact of 
the other (Titah and Barki 2009). Similarly, negative synergy explains the substitutability of 
two variables, whereby it explains that the increase in one factor decreases the impact of the 
other. 

The lines of A to C and B to D of the ABCD surface provide an example of positive synergy. 
The B-D line represents the relationship between predictor variable 1 and the outcome variable 
when predictor variable 2 is at its lowest. The A-C line represents the relationship between 
predictor variable 1 and the outcome variable when predictor variable 2 is at its highest. Both 
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lines show that the outcome variable increases with the increase of predictor variable 1 (Points 
C to A and B to D). However, the rate of increase (i.e. slope of the curve) is higher in the C-A 
curve compared to the C-D curve. The in-between line on the response surface that runs 
parallel to the two A-C and B-D curves also shows that the slope of the curve increases when 
moving from the B-D line towards the A-C line. This shows that, as predictor variable 1 
increases, it positively influences the relationship between predictor variable 1 and the 
outcome variable Z, suggesting a positive synergy between the two predictor variables. 

Alternatively, the E-C and BD lines of the ECBD response surfaces provide an example of 
negative synergy. The B-D line represents the relationship between predictor variable 1 and 
the outcome variable when predictor variable 2 is at its lowest. The E-C line represents a 
hypothetical relationship between predictor variable 1 and the outcome variable when 
predictor variable 2 is at its highest. Both lines show that the outcome variable increases with 
the increase of predictor variable 1 (Points C to E and B to D). However, the rate of increase 
(i.e. the slope of the curve) is less in the C-E curve compared to the C-D curve. Similar to the 
earlier example, if lines were to be drawn on the hypothetical ECBD response surface, 
hypothetical lines that runs parallel to the E-C and B-D lines, it would show that the slope of 
the curve decreases moving from the B-D line towards the E-C line. This shows that, as 
predictor variable 1 increases, it negatively influences the relationship between predictor 
variable 1 and the outcome variable Z and suggests a negative synergy between the two 
predictor variables. 

3.2.5 Test of Mediation 

Mediation in general entails the intervening effect of an antecedent variable on a dependent 
variable. Thus, mediation refers to the intervening effect of one of the predictor variables on 
the relationship between the other predictor variable and the outcome variable. The discussion 
herein focuses on the mediation of predictor variable Y (2) on the relationship between 
predictor variable X (1) and the outcome variable Z. Two types of mediation, namely, partial 
mediation and complete mediation, are discussed in the literature (see Roberts and Grover 
2012a). To discuss the two types of mediation, this section uses the two response surfaces – 
ABCD and ABDF – of the graph in Panel B of Figure 1. However, the argument of mediation 
or moderation effect of a variable must be carefully made only through a theoretical grounding 
– rather than using polynomial equations as a tool of exploration. Venkatesh and Goyal (2010) 
highlight that advances in moderation and mediation (e.g., Edwards and Lambert 2007) have 
allowed researchers to incorporate the effects of moderators and mediators into polynomial 
models in organizational behaviour. 

We take the ABCD response surface of the graph to discuss partial mediation. Both A-C and 
B-D lines (or curves) of the graph explain the relationship between predictor variable X and 
the outcome variable Z. The B-D line of the graph explains the relationship between predictor 
variable X and the outcome variable Z when predictor variable X is absent or at its lowest, 
whilst the A-C line explains the relationship between predictor variable X and the outcome 
variable Z when predictor variable X is at its highest. Both the A-C and B-D lines in the graph 
show that as predictor variable X increases, the outcome variable Z also increases as a result. 
When moving from the B-D line towards the A-C line on the response surface, it shows that 
when the magnitude of the predictor variable Y increases, the relationship between predictor 
variable X and the outcome variable Z (i.e. the slope or curvature between predictor variable 
X and the outcome variable Z changes) changes slightly. It means that predictor variable Y 
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mediates the relationship between predictor variable X and the outcome variable Z, but the 
impact of the predictor variable Y is only partial. 

Next, we take the ABDF response surface of the graph to discuss complete mediation. Similar 
to the above discussion, both the AF and BD lines (or curves) of the graph explain the 
relationship between predictor variable X and the outcome variable Z. Whilst the B-D line of 
the graph explains the relationship between predictor variable X and the outcome variable Z 
when predictor variable Y is absent or at its lowest, the F-A line explains the relationship 
between predictor variable X and the outcome variable Z when predictor variable Y reaches 
its highest. Whilst the B-D line shows that, as predictor variable X increases, the outcome 
variable Z also increases consequently, the F-A line shows no change to the outcome variable 
as predictor variable X increases when predictor variable Y is at its highest. When moving 
from the B-D line towards the F-A line on the response surface, it shows that when predictor 
variable Y increases, the relationship between predictor variable X and the outcome variable 
Z changes substantially. This explains that predictor variable Y acts as a strong mediator in the 
relationship between predictor variable X and the outcome variable Z. 

4 Applying polynomial regression to a study of ECT 

Having demonstrated the methodological approach of polynomial regression and response 
surface, the following section of the paper uses primary data collected by the authors to 
demonstrate the theoretical and practical applications of polynomial regression and surface 
response method.  

Expectation confirmation theory (ECT – also known as the Expectation disconfirmation 
theory) is an ideal theoretical example to demonstrate the strengths of the polynomial 
regression and surface response method. The measurement of confirmation in ECT involves 
comparing two distinct component measures: pre-exposure expectation and post-exposure 
experience (Venkatesh and Goyal 2010). Therein, instead of testing the linear model, the 
method allows us to determine the difference in the absolute level of confirmation, when the 
values of both expectations and experiences are high (rather than when both are low, a 
distinction that is not possible to assess using direct measures) (Venkatesh and Goyal 2010). 

To test the ECT purported relationships between expectations, experience and customer 
satisfaction, we gathered data from 171 Australian consumers prior to their retail experience 
using a retail mobile app (with a response rate of 40%). Prior to analysis, we conducted a wave 
analysis (Armstrong and Overton 1977) to assess the impact of non-respondent bias, whereby 
the respondents were grouped into early and late respondents and online and offline 
respondents and comparisons were made according to the respondents’ age (under 21 years = 
19%, 22-32 = 37%, 33-43 = 27%, 44-55 = 11%, over 56 = 6%) and gender (46% male, 54% female). 
Our analysis revealed no significant differences between early and late respondents or 
between the other combinations. Based on our findings, non-response bias does not appear to 
impact on our study. Moreover, the assessment of outliers of the sample found no 
abnormalities. In the linear model, the theoretical constructs of ‘expectation’ and ‘experience’ 
explained 63% of the variance in the dependent variable – ‘satisfaction’ (r2 = 0.63). The beta 
value of path between expectation and satisfaction was 0.002 significant at 0.5, while the beta 
of the path between experience and satisfaction was 0.645, significant at 0.001.  
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4.1 Theorizing for polynomial regression and response surface methodology 

Considering the analytical potential of the polynomial regression (and response surface 
methodology) guidelines on theorizing tri-partite relationships for various research questions 
that have been discussed earlier would be of great value. Theorizing a tri-partite interaction 
effect between two predictor variables with an outcome variable in a three-dimensional space 
and developing testable hypotheses is a challenging task. As such, the section below provides 
a practical guideline for theorizing the five views of the three variables taking ECT (Oliver 
1977; Oliver 1980) as an example.  

4.1.1 Agreement between two predictor variables as related to an outcome variable 

As the two predictor variables represent the two axes of X and Y, the agreement between two 
predictor variables corresponds to the line representing X equals to Y coordinates. Thus, the 
agreement between two predictor variables and their relationships with the outcome variable 
corresponds to the response surface along the X equals to Y axis. In other words, how the 
outcome variable is influenced by the alignment between two predictor variables when both 
variables are at their lowest to the highest is evident in the behaviour of the response surface 
corresponding to the X equal to Y line.  

In the case of the example using ECT, this paper examines the tri-partite relationship between 
expectation, experience and satisfaction. Expectation and experience are the two predictor 
variables, while satisfaction is the outcome variable. Also, observations suggest that it is more 
likely that one reaches a high level of satisfaction when high expectations are met with 
matching high experiences as compared with the level of satisfaction derived as a result of 
matching low expectations with low experience. Whilst ECT suggests the customer 
expectations need to be matched to satisfy the customers; it can be argued that, the alignment 
between customer expectations and their actual experience is positively related to customer satisfaction.  

4.1.2 Disagreement between two predictor variables as related to an outcome 
variable 

Disagreement refers to the mismatch or the misalignment. Thus, in the context of our 
discussion the term misalignment refers to the incongruity between the two predictor 
variables. As the alignment line represents the X=Y coordinates, the misalignment refers to the 
line perpendicular to line of alignment, which is X= negative Y line. As the Z axis represents 
the outcome variable satisfaction, the surface corresponds to the X= negative Y line and 
denotes how the misalignment between two predictor variables (in our case it is expectation 
and experience) relates to the satisfaction. Also, the interception between X=Y line and X= 
negative Y depicts the point in which the two predictor variables having minimal mismatch, 
where moving away from the interception of the two lines to either direction (the left or right) 
shows the degree of discrepancy (mismatch) between the two predictor variables.  

Herein the conceptual challenge is to make theoretical predictions about the mismatch 
between two predictor variables and its relationship to the outcome variable in a three-
dimensional space. In the example provided, as conceived in ECT, expectations and 
experiences need to be matched for satisfaction and a mismatch between the two could create 
dissatisfaction. Hence, it can be argued that, the incongruence between customer expectations and 
their experience is negatively related to customer satisfaction.  
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4.1.3 Direction of discrepancy between two predictor variables as related to an 
outcome variable 

Another important consideration is the direction of the discrepancy between the two predictor 
variables and its effect on the outcome variable. Conceiving this could be even more 
challenging as one should consider the individual relationships between the two predictor 
variables against the outcome variable in relation to the mismatch and the outcome. The 
inclination of the surface depends upon the nature of the relationship between individual 
predictor variable and the outcome variable. 

As discussed earlier, the response surface corresponding to the intersection between the 
agreement and disagreement lines provides a reference point to discuss the variations in 
outcome variable as it relates to the direction of discrepancy between the two predictor 
variables (moving towards either direction from that intersection). 

In the example, the aforementioned point shows the level of satisfaction in point which the 
two lines expectations-experience agreement and the expectation-experience disagreement 
intersect. Moving towards experience dimension (the axis that denotes experience) from that 
intersection on the line of incongruence, the discrepancy assimilates towards experience 
(experience > expectations); and when moving towards the expectations dimension (towards 
other side, towards experience axis in which expectation > experience) from the intersection, 
the discrepancy assimilates towards expectations. The conceptual challenge here is to predict 
the outcome variable when moving either side of the intersection that we have mentioned 
earlier, hence one should carefully consider the one-on-one relationships between expectations 
and experience (independent variables) and satisfaction (the outcome variable) and the 
interaction effect between expectations and experience.  

4.1.4 Synergy between two predictor variables as related to an outcome variable 

Synergy refers to the combined effect of two factors. Thus, synergy is discussed here in relation 
to the combined effect of the two predictor variables on the outcome variable. As such, when 
theorizing the relationship, one should consider the relationship between the two predictor 
variables with the outcome variable, when one predictor variable is absent and until that 
variable reaches its maximum. The line where the value of X axis (or Y axis) is at its minimum 
is the point which the predictor variable that represents X axis (or Y axis) is at its minimum. 
The line where the value of X axis (or Y axis) is at its maximum is the point which the predictor 
variable that represents X axis (or Y axis) is at its maximum. The changes of the inclination of 
the surface corresponding to the line where the value of X axis (or Y axis) is minimum and the 
line where the value of X axis (or Y axis) is maximum (and the parallel lines in between) explain 
the type of synergy (whether that is positive or negative) between the two predictor variables. 

In the ECT example, a synergistic relationship can exist between expectations and experience 
and their effect on the outcome variable, satisfaction. Thus, to explain the relationship, the 
relationship between expectations and satisfaction when the experience is at its lowest was 
taken into consideration. Next, the relationship between expectations and satisfaction when 
the experience is at its highest (and the lines parallel and in between the two lines) was taken 
into account. Based on the observations, theoretical arguments of the earlier conceptions of the 
theory and the assumptions, a positive synergy between the two predictor variables in 
generating customer satisfaction was identified. 
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4.1.5 Testing the Mediation Effect of Predictor Variable 2 on the Relationship 
between Predictor Variable 1 and an Outcome Variable 

Mediation entails the intervening effect of an antecedent variable (Predictor Variable X) on an 
outcome variable. Herein, the theorizing of the mediation effect could be done for two types 
of mediations – partial and complete. The mediation effect is partial, when the presence of 
mediation variable increases the relationship between predictor variable X and the outcome 
variable Z alters partially / gradually. Conversely, the mediation effect is complete when the 
relationship between predictor variable X and outcome variable Z changes completely when 
the mediator is added to relationship.  

In the case of ECT, the focus is on the mediation effect of experience on the relationship 
between expectations and satisfaction. As expectations increase, it is more likely that it has a 
negative relationship to satisfaction (since the expectations serves as the base line for 
evaluating experiences to form satisfaction). However, it is more likely that in the presence of 
experience, the relationship between expectations and satisfaction alters as experience is 
mediating the original relationship. It is more likely that experience makes substantial changes 
to the relationship between expectations and satisfaction. Thus, it can be argued that the 
mediation effect of experience on expectation-satisfaction relationship is complete. 

4.2 Generating the polynomial outcomes and the response surfaces 

In a study that the authors conducted, the ECT was employed to investigate the tripartite 
relationship between customer expectations, customer experience and customer satisfaction 
in the context of customers’ use of smart shopping apps in consumer retail. Therein, it was 
argued that customer satisfaction is defined by expectations and actual experience, and where 
the level of satisfaction is determined by the degree to which the prior expectations are 
confirmed by the actual experience (Oliver 1977; Oliver 1980). Therefore, the differences 
between expectations and experience are considered important for achieving satisfaction. In 
this example, customer expectations and customer experience are the two predictor variables, 
and customer satisfaction is the outcome variable. As such, customer expectations variable 
was identified as X variable, customer experience as the Y variable, whilst customer 
satisfaction is labelled as the outcome variable Z.  

The following polynomial equation was employed to test the tripartite relationship between 
customer expectations, customer experience and customer satisfaction: 

Customer Satisfaction = ƒ (Customer Expectations*, Customer Experience**) (1) 
Z=β0 + β1CExpt* + β2 CExpr** + β3 CExpt2 + β4 (CExpt x CExpr) + β5 CExpr2 + e  
Where, *CExpt = Customer Expectations, and **CExpr = Customer Experience 

The procedure outlined in Shanock et al. (2010) was followed to run the polynomial regression 
analysis on the data collected from 428 respondents in a field study and to create the response 
surface for customer expectations, customer experience and customer satisfaction, as shown 
in Figure 2. Table 1 provides the output coefficients of polynomial regression by employing 
syntax similar to the Table 2 in Appendix 2 in Shanock et al. (2010). Table 2 in Shanock et al. 
(2010) provides the four surface properties, a1, a2, a3 and a4, calculated using the Microsoft Excel 
worksheet. The test value a1 corresponds to the slope of the surface alone the line of perfect 
agreement between two predictor variables (PV1 = PV2 or X=Y) where it is related to the 
dependent variable Z. Where a1= (b1+b2), and b1 and b2 are the non-standardized beta 
coefficients for the scale centred PV1 and PV2 (X and Y), respectively. Meanwhile the test value 
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a2 corresponds to the curvature along the line of perfect agreement between two predictor 
variables (PV1 = PV2 or X=Y) as related to the dependent variable Z. It is given by a2=(b3+b4+b5), 
where b3, b4 and b5 are the non-standardized beta coefficients for the scale-centred DV1 squared 
(X2), cross-product (DV1 * DV2 or XY) and DV2 squared (Y2), respectively to incorporate non-
linearity. Similarly, the test value a3 corresponds to the slope of the line of incongruence 
between two predictor variables (PV1 = negative PV2 or X= negative Y) as related to the 
dependent variable Z. The value a3= (b1-b2), where b1 and b2 are the non-standardized beta 
coefficients for the scale-centred PV1 and PV2, respectively. This line explains the changes in 
DV (Z) as related to the direction and magnitude of the discrepancy between two predictor 
variables (IV1 is higher than / lower than IV2). Alternatively, the test value a4 corresponds to 
the curvature along the line of disagreement between two predictor variables (PV1 = negative 
PV2 or X= negative Y) as related to the dependent variable Z. It is given by a4= (b3-b4+b5), where 
b3, b4 and b5 are the non-standardized beta coefficients for the scale-centred DV1 squared (X2), 
cross-product (DV1 * DV2 or XY) and DV2 squared (Y2), respectively. As such it is possible for 
a1, a2, a3 and a4 to be independently be significant or non-significant as they are related to the 
two different properties of the two different lines of the resultant response surface. 

Next, the response surface for agreement, discrepancy, direction of discrepancy, synergy and 
mediation effects was tested, and the results are as follows. 

 
Variable Beta coefficient / non-standardized regression coefficients 

Intercept / constant (β0) 4.693 

Expt = Customer expectations (X) 0.055* 

Expr = Customer experience (Y) 0.533** 

Expt2 (X2) -0.033 

Expt*Expr (XY) 0.018 

Expr2 (Y2) 0.046 

p<0.0001 **p<0.05 

Table 1. Results of polynomial equation involving Customer Expectations, Customer Experience and 
Customer Satisfaction 

 
Figure 2. Response surface for two predictor variables – Customer Expectations (X), Customer 
Experience (Y) and Customer Satisfaction (Z) 
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Effect Coefficient Standard error Test stat (t) P value Significance 

a1: Slope along X=Y (as related 
to Z) 

0.59 0.11 5.507 0.000 Significant 

a2: Curvature on X=Y (as 
related to Z) 

0.03 0.03 1.186 0.236 Non-significant 

a3: Slope along X=-Y (as related 
to Z) 

-0.48 0.03 -14.286 0.000 Significant 

a4: Curvature on X=-Y (as 
related to Z) 

0.00 0.04 -0.119 0.905 Non-significant 

Table 2. Properties of the response surface between Customer Expectations, Customer Experience and 
Customer Satisfaction 

4.3 Interpreting the response surfaces for five different research questions 

4.3.1 Agreement between Customer Expectations and Customer Experience as 
related to Customer Satisfaction 

The solid line on the floor of the graph represents the line P to R on the three-dimensional 
surface of Figure 2, where it depicts the perfect agreement between the two predictor variables, 
customer expectations and customer experience (i.e. X=Y). As suggested in ECT, the customer 
expectations need to be matched to satisfy the customers. Thus, the alignment between 
customer expectations and their actual experience is positively related to customer satisfaction 
where the line of alignment (X=Y) has a positive slope through the line from R to P. Hence, the 
agreement between the customers’ expectations arising from their use of smart shopping apps 
and the customers’ ultimate shopping experience matters to the customers’ final satisfaction. 
The level of customer satisfaction is lowest at the front corner of the graph along the line of 
agreement where customers’ expectations as well as customer experience both stay low. 
Respectively, the satisfaction becomes increasingly higher towards the back of the graph as 
customer expectation and experience both reach higher levels. As seen in Table 2, only the 
slope along the P-R line is significant (a1), but the curvature along the P-R line remains non-
significant. 

4.3.2 Discrepancy between Customer Expectations and Customer Experience as 
related to Customer Satisfaction 

The line perpendicular to the solid line of agreement (X = Y) on the floor of the graph depicts 
the line of disagreement. In contrast, the dashed disagreement line on the floor of the graph in 
Figure 2 depicts the line of incongruence (the X and Y variables are not in agreement, i.e. X= 
negative Y) and it represents the surface along the line Q to S. Moving away from the 
interception of the two lines to either direction (the left or right) shows the degree of 
discrepancy (mismatch) between customer expectations and customer experience and how 
they relate to customer satisfaction. As conceptualized in ECT, customer expectations need to 
be matched for customer satisfaction; thus, the mismatch between customers’ expectations and 
customers’ actual experience could create customer dissatisfaction. The graph in Figure 2 
shows that customers become satisfied when the difference between expectations and actual 
experience is at its lowest or when the actual experience exceeds their initial expectations. As 
presented in Table 2, the slope along the line of incongruence (Q-S) is significant (a1), whilst 
the curvature along the Q-S line remains non-significant. 
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4.3.3 Direction of discrepancy between Customer Expectations and Customer 
Experience as related to Customer Satisfaction 

As discussed earlier, the slope along the line of incongruence explains the extent to which the 
direction of discrepancy between the two predictor variables matters to the outcome variable. 
Whilst the point on the response surface corresponding to the intersection between the solid 
P-R and dotted Q-S lines on the floor of Figure 2 depicts the point of perfect agreement on the 
Q-S line, moving towards either direction from that intersection explains the incongruence. 
Moving towards Point Q from the intersection, the discrepancy assimilates towards customer 
experience; moving towards Point S from the intersection, the discrepancy assimilates towards 
customer expectations. Whilst the surface property a3 relates to the slope of the line of 
incongruence as it relates to the outcome variable, a significant value for a3 shows that the 
direction of discrepancy indeed matters to the changes in the outcome variable, and the test of 
the slope in Figure 3 indeed provides a significant value for a3 as seen in Table 2. A significant 
negative a3 therein indicates that the customer satisfaction outcome variable increases when 
the discrepancy between customer expectations (X) and customer experience (Y) assimilates 
towards customer experience. 

4.3.4 Synergy between Customer Expectations and Customer Experience as related 
to Customer Satisfaction 

Synergy refers to the combined effect of two factors; thus, synergy is discussed here in relation 
to the combined effect of customer expectations and customer experience on customer 
satisfaction. The P-Q and R-S lines of the graph in Figure 2 show a positive synergistic 
relationship between customer expectations and customer experience. The R-S line shows the 
relationship between customer expectations and customer satisfaction when customer 
experience is absent or at its lowest. The P-Q line represents the relationship between customer 
expectations and customer satisfaction when customer satisfaction reaches its maximum. The 
lines running parallel to the P-Q and R-S lines on the surface show that customer satisfaction 
increases with the increase of customer expectations (moving from Points R to Q and S to P). 
Whilst the R-S line shows a decrease in customer satisfaction as it reaches higher customer 
expectations, the decrease of customer satisfaction corresponds to higher levels of customer 
expectations diminishes in the lines that are parallel to R-S but are run closer to the P-Q line 
(lines that correspond to higher levels of customer experience). In addition, the slope of the 
curves that are parallel to the R-S line changes as customer experience increases, the slope of 
the lines diminishes, and customer satisfaction remains high as customer experience reaches 
its maximum levels. This shows that, as customer experience increases, it has a positive 
influence on the relationship between customer expectations and customer satisfaction, 
suggesting a positive synergy between the two predictor variables. 

4.3.5 Testing the mediation effect of Customer Experience on the relationship 
between Customer Expectations and Customer Satisfaction 

As mediation entails the intervening effect of an antecedent variable on a dependent variable, 
herein the focus is on the mediation of customer experience on the relationship between 
customer expectations and customer satisfaction. Next, reference is made to the graph in 
Figure 2 to test the mediation effect discussed above. The P-Q and R-S lines (or curves) of the 
graph therein explain the relationship between customer expectations and customer 
satisfaction. The R-S line explains the relationship between customer expectations and 
customer satisfaction when customer experience is absent or at its lowest. The P-Q line 
explains the relationship between customer expectations and customer satisfaction when 
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customer experience reaches its highest. Meanwhile, the R-S line shows that when customer 
expectations reaches its highest, customer satisfaction decreases consequently, but the P-Q line 
shows no change to the outcome variable as the customer expectations increases from Point Q 
to P. Further, a comparison of the R-S and P-Q lines shows that, as customer experience 
increases, the original behaviour of the relationship between customer expectations and 
customer satisfaction is disturbed completely. This explains that customer experience 
completely mediates the relationship between customer expectations and customer 
satisfaction, by impacting the relationship completely. 

5 Conclusion 

This paper outlined the basic assumptions under which the polynomial regression can be 
performed and the response surface methodology can be used in an analysis. It also outlined 
the theorizing of procedures for developing hypotheses on different research questions and 
provided detailed step-by-step guidelines on conducting the analysis and creating response 
surfaces. Next, the paper elaborated different research questions that can be investigated using 
this technique with the help of a hypothetical response surface for better comprehension of the 
technique and the interpretation of its results. Further, the paper provided a field-based 
example of the application of the methodology and the interpretation of findings to better 
comprehend the technique. In the process, several advantages of the polynomial regression 
and response surface methodology were identified. The polynomial regression and response 
surface methodology is a solution for the problems associated with the use of absolute, 
algebraic or squared differences between two scores (difference scores) in analysing 
discrepancies (Brown et al. 2008; Edwards 1994; Edwards 2002; Shanock et al. 2010). The 
polynomial regression has a clear advantage over the traditional use of differential scores in 
analysing incongruence in rating scales as it addresses the confounding effect associated with 
the traditional differential scores (Brown et al. 2008). For example, traditional difference scores 
confound the effects of two variables on the outcome by combining distinct measures into a 
single score. As such, the use of difference scores wouldn’t allow a researcher to investigate 
the extent to which the measure of each component contributes to the outcome variable. Nor 
does it inform the researcher about which variable of the two is better for the outcome variable 
or vice versa. By using two component measures, polynomial regression can investigate the 
independent effects of the two variables on the outcome variable. Thus, the method keeps the 
independent effect of each component’s measure intact. This enables a researcher to 
investigate the individual effects of each component measure on the outcome variable, the 
effects of the two component measures in combination on the outcome variable, and the effects 
of two component measures in different combinations/proportions on the outcome variable. 

The second issue related to using difference scores is that it reduces the model dimensions to 
two from three-dimensions. Thus, the congruence between the two compound variables is 
denoted by a ‘point’ instead of showing it as a line (line of agreement (X=Y), A-B line in Figure 
2) which hides information that is valuable for clear interpretation and limits the explanatory 
potential. Further, the traditional regression analysis only provides a two-way interaction in a 
two-dimensional view compared to the three-dimensional view provided by the response 
surface methodology discussed herein. The polynomial regression together with response 
surface methodology facilitate a three-dimensional examination of the tripartite relationship 
between two predictor variables and an outcome variable, and thus improves the explanatory 
potential. The traditional model testing often carried out by IS researchers only provides a 
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snapshot view of the data (e.g., the structural model tests in PLS and LISREL) and hence only 
provides information relating to the snapshot view and limits the nuanced views that the data 
could generate. For example, such structural models only provide a generalised relationship 
between variables taking the dataset but cannot provide information on how such 
relationships behave for the respondents who are at different levels of the measurement scale 
(unless the analysis is repeated using polarised samples). However, the three-dimensional 
response surface created in the polynomial regression and response surface methodology has 
the potential to provide nuanced views of the data in several different combinations. For 
example, in the response surface presented in Figure 2, moving along the line of agreement, a 
researcher can interpret how the outcome variable behaves when the value of perfect 
agreement is low, moderate or high (regarding any point that the researcher wishes to 
investigate). In addition, with this technique a researcher can investigate how the outcome 
variable behaves when the discrepancy between two variables is inclined towards either 
variable (for combinations with different proportions – along the X= negative Y line). Further, 
the traditional methods assume linearities between the variables even when the underlying 
theories suggest non-linearities. This could possibly mask the true explanatory potential of the 
model and may lead to misleading interpretations. However, by relaxing the linearity 
assumption, the polynomial regression with response surface methodology allows a 
researcher to investigate possible non-linearities between the variables by staying true to the 
original theoretical assumptions. In addition, by employing the response surface technique, a 
researcher could test for the significance of such non-linearities with response surface statistics 
a2 and a4. Further, the three-dimensional visualisations of the interactions among the three 
variables could provide nuanced views on the relationships when applied for comparison 
purposes (for two different samples, different time frames, different types of respondents etc.). 
This paper extends the works of Shanock et al. (2010) by elaborating on the structured 
guidelines to perform polynomial regression and response surface methodology to investigate 
alignment, discrepancy and the direction of discrepancy between two predictor variables and 
an outcome variable. Moreover, advantages of employing such an approach for making 
deeper and insightful research are highlighted by demonstrating possible research questions 
that could have been discussed in a sample of past IS studies.  

The method has a major issue that researchers must be aware of. The method is susceptible to 
the presence of outliers, where one or two outliers in the data can seriously affect the results 
of the nonlinear analysis. As such, prior to analysis, the researcher must engage in removing 
the outliers. However, there are only fewer model validation tools for the detection of outliers 
in nonlinear regression than there are for linear regression. 
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Appendix A: Possible applications of polynomial regression and 
response surface methodology on the papers published in MISQ 
and ISR 
 

Study 1: (Ma et al. 2014) 

Referent Theory: Gambling/Prospect Theory (Kahneman and Tversky 1979), Availability 
Heuristics (Tversky and Kahneman 1973) and Repeated Behaviour (Fredricks and Dossett 1983). 

Study model 

 
 

Possible applications of polynomial regression and response surface methodology 

 

The three theoretical propositions used for the conceptual model 
development suggest non-linearities. The response surfaces could 
complement the discussion by providing insights into how different 
combinations of predictor variables (e.g., two types of gains and 
losses) influence the online gambling behaviour. Also, with two 
response surfaces for current online gambling, regular use (or 

extended use) and subsequent online gambling could provide deeper insights into the 
nature of interference that the two types of use has on the relationship between current 
online gambling and subsequent online gambling behaviour. Polynomial regression and 
response surface methodology allows the investigation of how two sets of predictor 
variables, (i) cumulative gain and cumulative loss, and (ii) immediate gain and immediate 
loss individually as well as in combination influence the dependent variable - subsequent 
online gambling behaviour. The method also facilitates the understanding of how different 
combinations of predictor variables influence the outcome variable.  
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Study 2: (Kim et al. 2014) 

Study model 

No illustration of the study model is presented in the paper 

Possible applications of polynomial regression and response surface methodology 

Growth rate of the wages (GRW) = ƒ (industry experience (IE), firm experience (FE), total 
experience (TE)) 

 

Theoretical model suggests that the growth rate of the wages is a 
function of industry experience, firm specific experience and total 
experience. Also, it depicts the rate of change is not constant as the 
experience increases, thus suggest non-linearity. Polynomial 
regression can create three different response surfaces for different 
combinations of three types of experiences and growth rate of wages, 
thus could provide insights into what combinations of experience 
would yield better (worse) growth rates of wages. Three different 
response surfaces for different combinations of three types of 
experiences and growth rate of wages can complement the discussion 

by what combinations of experience would yield better (worse) growth rates of wages. 
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Study 3: (Hong and Pavlou 2014) 

 

Study model 

 
 

 

 

Possible applications of polynomial regression and response 
surface methodology 

The theoretical propositions used in deriving the model 
conceive non-linear relationships. The study model suggests 
that the product returns is a function of product fit uncertainty 

and product quality uncertainty. The application of a response surface to test the interaction 
effects between product fit uncertainty (PFU) and product quality uncertainty (PQU) on 
product returns (PR) would have provided insights into how different combinations of PFU 
and PQU influence the PR and optimum combination of PFU and PQU that ensure the least 
amount of PR. Also, the response surface methodology has the potential to provide 
information relating to what degree of PFU and PQU is most critical for PR. A response 
surface for product fit uncertainty, product quality uncertainty, and product returns would 
complement the discussion by providing insights into how different combinations influence 
the product returns and optimum combination. This ensures the least amount of product 
returns.  
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Study 4: (Li et al. 2014) 

Study model: 

The model is developed based on discrete choice model. However, no illustration of the 
research model was presented in the paper. 

The theoretical propositions used to theorize the consumer informedness - the price and the 
product, and the two consumer behaviours – the trading out and trading down, do not 
conceive linear relationships between constructs. Response surfaces for two types of 
informedness, on types of consumer behaviours for two segments of products would have 
complemented the discussion by providing visual representations thus making the 
comparisons easier to comprehend. In addition, the response surface methodology has the 
potential to provide insights into how different combinations of two predictor variables 
influence the two forms of consumer behaviours. 

Possible applications of polynomial regression and response surface methodology: 

Customers sensitivity (CS) = ƒ (price informedness (Pri-I), product informedness (Pro-I)) 

 

A response surface would complement the discussion by providing different combinations 
of product and price informedness that influence customer sensitivity. 
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Study 5: (Meservy et al. 2013) 

Study model: 

 
Possible applications of polynomial regression and response surface methodology: 

 

The study evaluates how two 
types of knowledge 
evaluations – the central and 
peripheral - influences the 
knowledge filtering decisions. 
The study utilizes a repeated 
generalized linear model that 
uses quasi likelihood function 
to model predictor variables 
effects (McCullagh et al. 1989). 
As the theoretical grounding 
hints non-linearities, by 

applying polynomial regression together with response surface methodology, the analysis 
would have unearthed deep insights into how the interactions between different processing 
cues would differently influence the knowledge filtering decisions. Such analysis also could 
provide insights into how elaboration mediates/moderates the relationships between each 
type of processing cues and the knowledge filtering decisions. With six response surfaces 
comprising of five key constructs in the model could have aided a rich discussion on how 
different magnitudes of each element influence consumers choice set.  
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Study 6: (Maruping and Magni 2015) 

Study model: 

 
Possible applications of polynomial regression and response surface methodology 

The theories used to develop 
the conceptual model 
involving two types of 
individual cognitions: 
Intention and expectations, 
Exploration all suggest non-
linear relationships between 
the constructs. Also, the 
model conceived as 
exploration is a function of 
both intention and 

expectations. As such the model tested for both linear and non-linear mixed-effects yet 
polynomial regression and response surface methodology were overlooked. However, the 
inclusion of polynomial regression together with response surface methodology would 
have enriched the discussion by providing insights into (i) how the interaction effect of 
intention and expectations influences exploration, and (ii) how different combinations of 
intention and expectations differently influences the exploration behaviour. Four different 
response surfaces for four tripartite relationships above between four key constructs in the 
research model can complement the overall discussion with providing insights into how 
varying levels of team empowerment influence two kinds of human cognitions thus the 
varying degree of two forms of cognitions mediates CT exploration behaviour. 
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Study 7: (Johnston et al. 2015) 

Study model: 

 
Possible applications of polynomial regression and response surface methodology: 

Whilst the conceptual model predicts the 
behaviour of compliance intention, the theories 
used in development of conceptual model 

conceive non-linear relationships between the 
constructs. The behaviour of fear appeal is conceived 
as a function of the two types of fear appeal elements 
– conventional and enhanced, whilst the two types of 
fear appeal elements are consisting of number of different sub-components. Thus, 
derivation of three-dimensional response surfaces for many different tripartite relationships 
between different components of the study model such as types of sanctions, severity, 
certainty and celerity of them, perceived threat severity and susceptibility, perceived self-
efficacy and response efficacy are possible. Such an exercise has a greater potential to 
unearth complex relationships, nuanced views of such relation4ships and deep insights into 
how different combinations of different elements and different magnitudes of two types of 
fear appeal elements in combination influences an individual’s compliance intention. 
Twelve tripartite relationships between the different types of constructs in the study model 
may have complemented the discussion allowing the researchers to discuss how different 
magnitudes of two types of fear appeal elements in combination define an individual’s 
compliance intention. 
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Study 8: (Scherer et al. 2015) 

Study model: 

 

 

 

 
Possible applications of polynomial regression and response surface methodology: 

The objective of the study is to investigate how the ratio of 
self-service versus personal service use influence customer 
defection/retention over time. Whilst the theories underlying 
the theoretical model supports non-linear relationships 

between the constructs, a response surface created through a polynomial regression would 
have complemented the discussion by providing insights into how different combinations 
of self service and personal service together influence customer defection/retention. A 
response surface created through a polynomial regression would have provided insights 
into how varying degree of value proposition and value-in-context in combination assure 
customer retention. In addition, the response surface has the potential to explain the nature 
of mediation that value-in-context play on the relationship between value proposition and 
customer retention. 
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Study 9: (O'Leary et al. 2014) 

Study model: 

 
Possible applications of polynomial regression and response surface methodology: 

 

The paper investigates how perceived 
proximity-cognitive and affective sense of 
relational closeness and objective distance-
geographical closeness, relate to 
relationship quality for collocated and 
geographically dispersed work colleagues. 

Whilst the underlying theoretical propositions suggest non-linearities a response surface 
methodology has the potential to complement the analysis by providing further insights 
into how different combinations of perceived and objective proximities together would 
differently influences the quality of the overall relationship. Further, such an analysis could 
provide deep insights in to how perceived proximity is mediating the relationship between 
objective distance and relationship quality (or contrariwise). Also, establishing two different 
response surfaces for the tripartite relationships between (i) objective distance, shared 
identification, and perceived proximity, and (ii) objective distance, communication and 
perceived proximity have the ability to provide insights into how different degrees of 
communication and shared identification mediate the relationship between objective 
distance and perceived proximity thus its overall influence the relationship quality. Two 
different response surfaces for the tripartite relationships between shared identification, 
communication, perceived proximity and relationship quality can complement the analysis 
by providing how different combinations of communication and shared identification 
influence perceived proximity and relationship quality. Similarly, a response surface for 
objective distance, perceived proximity and relationship can explain how perceived 
proximity is mediating the relationship between objective distance and relationship quality. 
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Study 10: (Steelman et al. 2014) 

Study model: 

 
Possible applications of polynomial regression and response surface methodology: 

The aim of this paper is to examine the consistency of survey 
responses across different samples obtained from different 
cohorts of respondents across two different studies involving 
original TAM model and EDT. Whilst both TAM and EDT in 
their original conceptions predict non-linear relationships 

between the constructs both models conceive that the respective dependent variables 
behavioural intention and satisfaction. Use of response surfaces between the three key 
variables in TAM and ECT across five different samples in the study would have 
complemented the structural model comparisons using PLS. This can be done by visually 
exhibiting the similarities and/or contrasting the differences much effectively across the 
samples used in the analysis. Such response surfaces have the potential to provide further 
insights into how different proportions of two predictor variables are impacting the 
dependent variable similarly of differently across different cohorts of samples. Same model 
can be tested across student sample, worldwide OCM sample, US OCM sample, Non-US 
OCM sample and the consumer sample. Response surfaces between the three key variables 
of the research model across five different samples would have complemented the structural 
model results using PLS, as response surface methodology has the potential to visually 
exhibit the similarities and/or contrast differences better across the samples used in the 
analysis. 
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Study 11: (Xu et al. 2014) 

 

Study model: 

 
 

 

Possible applications of polynomial regression and response surface methodology: 

 
 

 
 

The study investigates the complex relationships and interactions between trade-off 
transparency, perceived enjoyment and perceived product diagnosticity based on the 
theoretical notion of S-O-S in environmental psychology. Response surfaces for different 
combinations of stimulus-trade-off transparency, two types of organisms- perceived 
enjoyment and perceived product diagnosticity, and two types of Responses-perceived 
decision quality and perceived decision effort have the ability to complement the discussion 
by providing in-depth visual representations of many different tripartite relationships 
between the constructs. Such response surfaces have the potential to provide rich insights 
into how different ratios of the two predictor variables and the interaction effect of the two 
predictor variables impact the dependent variable rather than fixing the analysis to a two-
dimensional structural model. Such discussions would have provided nuanced views on 
such tri-partite relationships that go beyond path coefficients, path significance and the 
explanatory power of the model. Response surfaces would have complemented the data 
analysis by providing in depth visual representations of ten different tri-partite relationships 
between the constructs of the research model rather than restricting the analysis to a two-
dimensional structural model. Such understanding would have provided nuances views on 
such tri partite relationships that goes beyond path coefficients, path significance and the 
explanatory power of the model. 
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Study 12: (Fang et al. 2014) 

Study model:  

Possible applications of polynomial regression and response surface methodology: 

 

Based on the theory of organizational trust this 
study investigates how the perceived 
effectiveness of e-commerce institutional 
mechanisms moderate the trust, satisfaction and 
online purchase intention relationship. Response 
surfaces among four key variables involving 

perceived effectiveness of e-commerce institutional mechanisms, trust, satisfaction and 
online purchase intention have the potential to provide further insights. For example, it can 
provide insights into how the magnitude of trust in vendor and perceived effectiveness of 
e-commerce institutional mechanisms mediate and moderate the relationship between 
satisfaction with vendor and repurchasing intentions that go beyond the traditional 
structural model testing. Response surfaces of three tripartite relationships between four 
key variables of the research model would enable how the magnitude of trust in vendor and 
perceived effectiveness of e-commerce institutional mechanisms mediate and moderate the 
relationship between satisfaction with vendor and repurchasing intentions. 
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Study 13: (Sykes et al. 2014) 

Study model: 

 
Possible applications of polynomial regression and response surface methodology: 

Key objectives of the study are to understand the 
interaction effects between two types of advices - 
get-advice and give-advice on software and 
workflows on post implementation job 
performance. Thus, the data was collected in four 
types of socio matrices: workflow get-advice, 
workflow give-advice, and software get-advice 

and software give-advice. The data was analysed using hierarchical regression. Whilst the 
hierarchical regression can test the interaction effects between the different types of socio 
matrices on post implementation job performance it would provide detailed insights into 
how the combinations of different intensities of socio matrices differently influences the post 
implementation job performance. However, response surface methodology has the potential 
to add an additional perspective of how varying degrees of four different socio matrices 
influences the post implementation job performance. Importantly the response surface 
methodology can provide insights into the best combination/s of the two predictor variables 
that could produce optimal post-implementation job performance. Response surface 
methodology would add an additional perspective of how varying degrees of get-advice 
and give-advice influences the post implementation job performance. 
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Study 14: (Balaji and Brown 2014) 

Study model: 

Taking the organization design theory, 
the paper investigates how two types of 
lateral coordination mechanisms – 
formal structural and non-structural 
informal mechanisms, relates to 

strategic IT benefits to the client firm in IS development outsourcing context. Through the 
creation of a response surface for the tri-partite relationship between two forms of lateral 
coordination mechanisms and strategic IT benefits, the discussion could be extended to 
discuss how different intensities of the two types of lateral coordination mechanisms work 
together to deliver different types and levels of strategic IT benefits to the client 
organizations. Further the response surface has the potential to inform the optimum 
combination of the two coordination mechanisms for different levels of resource 
provisioning and different value similarity groups. Run the model for different samples of: 
(1) Low resource provisioning, (2) High resource provisioning, (3) Low value similarity, and 
(4) High value similarity. Response surfaces created for the tri-partite relationship between 
the three main constructs of the paper across polarised samples can provide insights into 
how different degrees of the two types of governance mechanisms work together to deliver 
the strategic IT benefits. Further the response surface has the potential to inform the 
optimum combination of the two governance mechanisms that are useful in four distinct 
resource and value similarity groups. 
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