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Abstract 

Securing a machine from various cyber-attacks has been of serious concern for researchers, 
statutory bodies such as governments, business organizations and users in both wired and 
wireless media. However, during the last decade, the amount of data handling by any device, 
particularly servers, has increased exponentially and hence the security of these devices has 
become a matter of utmost concern. This paper attempts to examine the challenges in the 
application of machine learning techniques to intrusion detection. We review different 
inherent issues in defining and applying the machine learning techniques to intrusion 
detection. We also attempt to identify the best technological solution for the changing usage 
pattern by comparing the different machine learning techniques on different datasets and 
summarizing their performance using various performance metrics. This paper highlights the 
research challenges and future trends of intrusion detection in dynamic scenarios of intrusion 
detection problems in diverse network technologies. 

Keywords: Intrusion detection, machine learning, soft computing, dataset, performance 
metrics, cyber-infrastructure, mobile communications, mobile systems, security, wireless 
technology 

1 Introduction 

Intrusion detection deals with detecting any malicious activities that may jeopardise the 
system. The attack can be an internal attack, modification of the important system files 
categorized as host-based intrusion detection or attack coming from the network system 
commonly known as the network intrusion-based detection system. Apart from these types, 
any deviation of software performance from normal functioning is also termed as anomaly-
based intrusion detection. The intrusion detection has been a field of study for around four 
decades. Since 1972, securing data has been a matter of concern for researchers. For example, 
Anderson et al., (1995) discussed about the security problems faced by United States Air Force 
(USAF) operations and administration. In 1980, he prepared a detection system from an audit 
log file. Between 1984 and 1986, Denning and Neumann (1985) developed the first real time 
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intrusion detection. Since then various researchers applied different techniques to mitigate the 
more sophisticated form of attacks increasing day by day. 

The information security company – Hold Security – reported recovery of 360 million account 
credentials for web services from the black market (Meyer, 2017). Seals (2015) reported that 
the world wide distributed denial of service attack doubled from the 1st quarter of year 2014 
to starting of year 2015. Companies such as eBay suffered a massive attack where 233 million 
users’ personal databases were hacked. The heartbleed encryption bug affected about 17% of 
the Internet's secure web servers by making passwords vulnerable which was protected by 
SSL/TLS encryption (McCartney, 2014; McGregor, 2014). 

The intrusion detection process encompasses various set of activities. The most difficult task 
is to demarcate a clear boundary between normal and malicious activities in a system. In the 
late 80s and early 90s, statistical approach, expert system, and time series models were capable 
enough of building a detection model. However, they failed to perform well in a complex 
highly correlated dataset and their performance degraded with noisy data. Machine learning 
techniques with self-learning ability can effectively overcome the above limitation. Research 
has been conducted on how data mining, soft computing (Fuzzy logic), and statistical 
(Bayesian network) approaches have been applied to solve the intrusion detection problem 
with discussion on the concept of honeypots to detect intrusion (Lee et al., 200; Kabiri et al., 
2005). Applications of computational intelligence techniques, datasets and performance 
evaluation has also been surveyed in literature (Wu and Banzhaf., 2010). However, there is a 
dearth of literature on the detailed quantitative analysis of the vast number of machine 
learning algorithms successfully applied for intrusion detection. 

The aim of this review is therefore to perform a comprehensive analysis of machine learning 
techniques, and in the process try to find out the applications of the most popular machine 
learning techniques on the most popular dataset. The effectiveness of these techniques on 
datasets in terms of performance metrics has been also evaluated. Lastly, we assess different 
challenges prevailing in this field and identify possible research direction. 

The novelty of the present study is in performing the numerical analysis on the applied 
machine learning techniques to elucidate the success of intrusion detection from widely 
published literature and provide a trend for machine learning approaches to detect attack. 

We divide our study into the following sections. In section 2, an overview of intrusion 
detection technology is discussed. Section 3 introduces current state-of-the-art techniques in 
intrusion detection. The results of the critical review are provided in section 4 and 
subsequently discussed in section 5. Finally, the in-depth observation on surveyed outcomes 
concludes in section 6.    

2 Literature review  

2.1 Intrusion Detection 

The basic function of an intrusion detection system is to monitor an activity taking place in a 
system and to generate an alarm report stating whether an attack is happening or whether 
everything is normal. Figure 1 depicts this aspect of intrusion detection. 
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Figure 1. Steps in intrusion detection 

Intrusion detection can be classified into two types, namely misuse and anomaly. Misuse 
detection identifies intruders by comparing them with predefined description of events that 
denote attack. It matches an event which has already occurred with these predefined events, 
and any case of deviation is categorized as intrusion. However, this method cannot determine 
new or unknown attacks. On the other hand, anomaly detection builds models of normal 
events, and any deviations from these normal events are categorized as attacks.  

2.2 Technology Types 

Different technologies are applied to detect intruders, but each has its own limitations as 
summarized in Table 1. 

The description in the Table 1 reveals that a deeper analysis of the intrusion detection system 
is necessary. Existing threats and their solutions still need in-depth analysis from the point of 
view of researchers. A computing system with high computational speed, fault tolerance, and 
ability to deal with dynamic real time data is necessary. Several works reported successful 
intrusion detection system based on machine learning techniques which fit perfectly for the 
aspects like higher computation speed (Rathore et al., 2016), fault tolerance (Gao et al., 2015), 
and dealing real time big data (Singh et al., 2014). Different machine learning techniques bear 
close resemblance to computational statistics methods such as Markov Chain’s Monte Carlo 
method and Kernel density function (Julisch & Dacier, 2002). Due to these similarities of 
computational statistics, machine learning has attracted researchers’ attention to use them in 
the field of intrusion detection. On the other hand, neural networks become attractive for easy 
implementation, faster speed of learning, more generalizability and better dealing with non-
linear activation functions and kernels. Due to increasing demand for symbolic representation 
of problems, symbolic artificial intelligence gains attention of the researchers.  
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Techniques 

used to solve 
intrusion 
detection 

Subsystem Advantage Disadvantage 

Statistical 
based system 
(Julisch & 
Dacier, 2002) 
  
  

Univariate Quick and inexpensive to 
operate. 

Extra attribute handling is difficult. 

Multivariate 

Robust 
Relationship between variables are 
complex, hence very difficult in 
handling. 

Helps establish the 
relationship between 
numbers of variables and find 
out the relationship between 
them. 

For giving the effective result large 
amount of data is required 

Knowledge 
based or expert 
based system 
(Mann & Kaur, 
2013; Julisch & 
Dacier, 2002) 

Finite State 
Machine 

It helps in solving the 
complex system using simple 
states. 

A number of states if large, can be 
unmanageable. 

Time Series 
model 

It forecasts by converting the 
nonlinear model to linear 
model.  

Not all packet type especially real-time 
system packets can be converted to 
linear model, making the task difficult.  

Expert System 

As databases prepared by 
experts, therefore, all point of 
view of attributes of dataset 
are considered. 

Human interaction is needed to create 
the rule. 

Data mining 
technique 
(Sisodia et al., 
2012) 

Hierarchical Less cost to join the clusters 

Once the cluster is formed joining two 
or more clusters, decomposing the 
cluster is difficult. 
Performance degrades with noise 

Partitioning 

Suitable for dataset where the 
relationship between 
attributes are less. 

Performance degrades with noise. 

Simple 
Reliability on the user to create 
clusters 

Grid based 
method 

Performance does not 
degrade with noise.  

Clustering is done on the summary of 
objects and not on an individual 
object. If any error occurs in an 
individual object, then the overall 
result becomes inaccurate. 

Efficient handling of high 
dimensional data 
Takes less time 

 

Table 1. Popular intrusion detection techniques and their advantages and disadvantages 

However, the approach of combining various techniques for improving the robustness of 
intrusion detection is not new (Fossaceca et al., 2015). Mukkamala et al., (2005) combined 
artificial intelligence-based methods, such as ensemble of Neural Networks, support vector 
machine, and Multiple Adaptive Regressive Splines achieved better results than individual 
method. However, it is challenging to apply the same on a big intrusion dataset. Research (e.g. 
Sabhnani & Serpen, 2003) also suggest using combination of multiple classification algorithms 
that work efficiently against each intrusion type in future intrusion detection research  
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2.3 Detection Methodologies 

To overcome problems the limitations of various techniques as mentioned in Table 1 in 
intrusion detection, it is important to identify the exact requirement of intrusion detection in 
the current environment characterized by rapidly changing data, large volume and variety. 
From the extensive study of articles mentioned in Table 2, we found out that the researcher 
has effectively solved one or two perspectives of the problem. We feel that to keep pace with 
the changing pattern of attack, solving one or two approaches may not be sufficient. Along 
with a good detection rate and accuracy, the following requirements (presented in the form of 
objectives – obj1, obj2 …) have to be addressed for a reliable intrusion detection.  

Obj1: Efficient clustering and classification, that is, the machine should not be over-trained 
and should give unbiased result 

The articles mentioned in Table 2 basically classify and cluster the attacks on a particular 
system. Henceforth, the techniques used by different authors is based on doing feature 
selection (which select the most relevant attributes contributing to the attack) and then training 
the system of the possible vulnerabilities. When a new set of attack is fed to the system, they 
can identify and classify new attack by comparing with the normal data. Any machine learning 
technique has a tendency of overfitting, which leads to erroneous results on a new data set. 
Due to overfitting, the technique fails to segregate a normal data from malicious attack and 
misleads the user by making proper prediction. 

Obj2: Less human interaction 

Human beings, in the form of system administrator or programmers, are usually involved in 
intrusion detection for configuring the environmental settings, writing requisite code and 
analysing the results. However, attacks evolve every fortnight and demand improvement of 
the human personal in detecting attacks or anomalies. Machine learning techniques make their 
task easier because of their self-learning capability, if these techniques are trained with certain 
set of patterns. The similar kind of patterns can be identified by them automatically without 
requiring human intervention. 

Obj3: Low computational overhead and cost 

The data required to be handled for intrusion detection is huge. Handling this huge amount 
of data is a herculean task for any researcher. Optimal selection of criteria which can identify 
the majority type of attacks is a challenging task for a researcher. Tsang (2005) tried to select 
an optimal feature subset for dimensionality reduction. Aslahi-Shahri et al (2016) and Chung 
and Wahid (2012) also tried to reduce the data, so that the execution time is reduced, and space 
management becomes effective. Hu et al (2014) also tried to reduce the communication cost of 
handling a distributed database. Most of the studies have strived to achieve this through the 
feature selection mechanism, otherwise results obtained by analysing un-filtered data by 
compromising space, time and system performance will have no significance later, especially 
in case of a real time attack. 

Obj4: Identification of the new type of attacks 

The mode of attack is constantly changing as new types of virus and worms are invented every 
day. The software developed today for handling the attack may not be equipped to handle 
these new types of attack thus resulting in loss of vital data and consequent huge economic 
loss. To combat this problem the researcher strives to design a system capable of identifying 
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new types of attack by training the system with some predefined pattern. Hu et al. (2014) tried 
to identify new types of attack by reducing the communication cost. Stopel et al. (2009) 
proposed a system to detect new types of computer worms which will give good detection 
rate and accuracy and can be effectively used for identifying newly discovered attacks. 

Obj5: Robustness- Capability of handling large interrelated datasets and real type packets  

Dataset used for intrusion detection is huge with interrelated data, especially when we are 
dealing with real time data. Different researcher like Bankovic et al (2007), Denning and 
Neumann (1985), and Creech and (2014) has proposed a system for dealing with real time 
attacks. To classify a real time attack is a challenging task as they are interrelated with respect 
to time. For example, it is really difficult to accurately structure the behaviour of the system 
by extracting on an exact point, when two or more consecutive attacks are executed (Chen et 
al., 2017). Moreover, the user-content analysis demands accurate result within a fraction of 
second. If the system is not robust to handle this situation, it can be catastrophic and can 
jeopardize the system.  

3 Exploring current state–of-the-art techniques in intrusion 
detection 

3.1 Research Methodology 

Research articles related to several key words of the machine learning techniques and 
applications in intrusion detection were searched for and selected from Science Direct, Taylor 
& Francis, Springer, Scopus, Google Scholar, and the Emerald online portals. We obtained 
more than 400 articles from these sources. The sample size considered was larger than that 
obtained in earlier studies. Out of these 400, we considered the top 60 articles from reputed 
journals and analysed them. In all these 60 articles, author(s) obtained effective results by using 
the techniques such as SVM, ANN and fuzzy by one way or another. So we have included 
only these 60 articles in our paper and try to summarize the result based on them, so that from 
it we can give a new direction to the researcher. Surveyed articles on intrusion detection are 
mentioned in Table 6 in the Appendix. 

 

Sl. No. Article Ref. 
No. 

Sl. No. Article Ref 
No. 

1 Abraham (2005) 1 35 Mitrokotsa (2005) 49 

2 Aburomman (2016) 2 36 Njogu (2013) 52 

3 Aslahi (2015) 5 37 Orfila (2009) 54 

4 Ashfaq (2016) 4 38 Ozyer (2007) 55 

5 Bankovic (2007) 6 39 Pinzón (2013) 57 

6 Chen (2005) 8 40 Powers (2007),   58 

7 Chung(2012) 10 41 Peddabachigari (2007) 56 

8 Creech (2014) 11 42 Ramasubramanian (2006) 59 

9 Damopoulos (2012) 12 43 Revathi (2014) 61 

10 De (2015) 13 44 Sangkatsanee (2011) 63 

11 Elbasiony (2013) 15 45 Sani (2015) 64 

12 Elhag (2014) 16 46 Shamshirband (2014) 66 

13 Feng (2014) 17 47 Sheikhan (2014) 67 
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Table 2: Top works in the field of intrusion detection 

4 Data Analysis and Results 

The distribution of our studies on intrusion detection in the area of machine learning field 
from 2002 to 2015 is presented in Figure 2. Figure 2 reveals that the use of machine learning 
was at its peak in 2007, reduced in 2011, but again gained momentum during 2013-2016.  

 
Figure 2. Showing the distribution of research in the field of intrusion detection 

14 Fisch (2010) 18 48 Shon (2007) 68 

15 Ganapathy (2012) 20 49 Sindhu (2012),  69 

16 Grediaga (2006) 22 50 Stopel (2009) 72 

17 Han (2006) 23 51 Subbulakshmi (2010) 73 

18 Hoang (2009) 24 52 Tajbakhsh (2009) 74 

19 Horng (2011) 25 53 Tong (2009) 75 

20 Hu (2014 b) 26 54 Toosi (2007) 76 

21 Hu (2008) 27 55 Tsang (2007) 77 

22 Jazzar (2008) 28 56 Wang (2010) 78 

23 Jiang (2009) 29 57 Yin (2005) 80 

24 Jiang (2006) 30 58 Zanero (2005)  81 

25 Khan (2006) 33 59 Zhang (2007) 82 

26 Kim (2014) 34 60 Zhang (2005) 83 

27 Kuang (2014) 35 

28 Kumar (2015) 36 

29 Kumar (2013) 38 

30 Lei (2012) 40 

31 Li (2009) 41 

32 Liao (2009) 42 

33 Luo (2014) 43 
34 Mabu (2011) 44 
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We attempted to identify the most popular techniques through our survey and summarize the 
result in the form of a pie chart in Figure 3. 

 
Figure 3. Popular machine learning techniques in intrusion detection 

Figure 3 reveals that Perceptron (single layer and multi-layer) - 18%, Fuzzy logic - 14%, Genetic 
Algorithm - 19% and Support Vector Machine - 18% are the most popular techniques for 
intrusion detection. We now attempt to sub-categorize these techniques with respect to the 
dataset it was capable of handling effectively. We obtained these data sets from the following 
sources: 

i. data packets from networks 

ii. data collected from SNORT or TCPDump, and 

iii. system call or CPU usage or memory usage. 

These datasets can be summarized as follows: 

• IDS_Bag1: This dataset comprises a collection of system call sequences collected at 
Massachusetts Institute of Technology Lincoln Lab for one week.  

• BSM Dataset: This dataset is collected from the victim’s Solaris machine. BSM audit 
logs contain system calls produced by the program running on Solaris machine. For 
each day, a ‘BSM list file’ is prepared and each line of the file indicates a session. The 
line contains information such as time, service, source IP, and destination IP. A ‘0’ at 
the end of the line indicates the session is normal and a ‘1’ indicates the session is 
intrusive. 

• KDD Dataset: KDD training dataset comprises of single connection vectors (4,900,000). 
Each of connection vector has 41 features and is categorized as either normal or an 
attack, with just one specific type of the attack. Following are the four types of 
simulated attacks: viz. Denial of Service Attack (DoS), User to Root Attack (U2R), 
Remote to Local Attack (R2L), and Probing Attack. 
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• DARPA Intrusion Detection Evaluation: DARPA Intrusion Detection Evaluation has 
two parts, one operates in offline evaluation mode, and another operates in real-time 
evaluation mode. The offline mode normally operates in the batch mode and uses 
network traffic and audit logs collected on the simulated network. The system tries to 
identify attacks in the middle of normal activities. In the online mode, which is the real 
time mode, these systems are inserted into the AFRL network test bed and are used to 
identify attack sessions in the middle of normal activities, in real time.  

• NSL-KDD: is a dataset which has solved many problems found in KDD dataset, 
though it is not suitable for real time networks because of lack of public data sets for 
network-based IDSs. It does not have redundant or duplicate records. The number of 
training and testing data is reasonable. 

Effectiveness of a technique on a particular dataset can only be judged by analysing the 
correctness or accuracy of the result obtained. Several performance metrics or measures are 
taken into consideration for this purpose, namely, sensitivity or true positive rate (proportion 
of correctly classified positive cases), detection rate (ratio of true positive data to the total 
number of intrusion data present in the system), accuracy (total number of correct predictions) 
and ROC Curve (graph used to measure the performance of binary classifier).  

From the 60 articles surveyed, we have found that GA covers 19%, SVM covers 18%, Fuzzy + 
neuro Fuzzy covers 18%, SOM covers 18% and Perceptron covers 18% of the total articles 
(Figure 3). We did not include perceptron because its effectiveness in handling real time data, 
as well as in other types of readily available data, is not promising as in case of other 
techniques. The performance of numerous techniques using these parameters on the above-
mentioned dataset is summarized in Figures 4a-4d. 

 
Support Vector Machines (SVM) 

 

Self Organizing Maps (SOM) 

 

Figure 4a. Percentage of different data set used 
by support vector machines (svm) 

Figure 4b. Percentage of different data set 
used by self-organizing maps (som) 
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Genetic Algorithms (GA) Fuzzy Logic

 

Figure 4c. Percentage of different data set used 
by genetic algorithms (ga) 

Figure 4d. Percentage of different data set 
used by fuzzy logic 

We can see from Figure 4 that Fuzzy, Self-organizing maps, and genetic algorithm are used 
extensively in detecting real time attacks, whereas SVM is used extensively with publicly 
available dataset (SNORT, CAIDA, etc.). However, among all datasets, most of the 
experiments were carried out on KDD dataset. To further justify our claim, we take the help 
of the graphs in Figure 5. 

 

 
Figure 5. Showing the popular datasets used with various techniques 

Figure 5 reveals that these techniques have used KDD dataset in nearly 40% of their intrusion 
detection analysis, while they have worked with real time data set for only 25% of their 
analysis.  
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After understanding the popular datasets, we now try to understand the most popular 
performance metrics used by the above-mentioned techniques, and we obtain Figure 6 which 
provides the evaluation of the different performance measures of intrusion detection. 

 
Figure 6. Showing the different performance metrics used by our popular techniques 

From Figure 6, we can see that accuracy and detection rate and false positive rate are the most 
popular performance metrics used with machine learning techniques. 

5 Discussion 

The machine learning techniques and soft computing techniques are special techniques for 
handling huge data sets. Fuzzy logic techniques effectively cluster overlapping datasets. They 
are also used extensively in removing attributes which are a misfit for a particular cluster. The 
fuzzy rule-based system tries to match a pattern with a set of predefined patterns and thereby 
helps in removing misfit data of the cluster. Genetic Algorithm (GA) is also capable of 
handling unrelated data in clusters for using the process of selection, crossover and mutation. 
SOM (Self Organizing Map) reveals the most important relationships between the features and 
hides unwanted details. Because of abstraction, these techniques are expert in handling 
complex interrelated data and the suppression of unnecessary details helps in saving time and 
unwanted processing. SVM (Support Vector Machine) converts the highly complex data, 
especially the text, into a form suitable for classification. Neural network is effective by being 
trained on a certain pattern of data. It reports deviation from this pattern, if any, in a new 
dataset and thus helps in identification of dissimilarity formed by each cluster. Therefore, this 
technique in stand-alone mode or with other techniques can solve the security threats followed 
worldwide. We summarize our findings in Table 3. 
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Problems in existing Technologies Solved effectively with 

Dissimilarity of the discovered pattern with existing 
pattern Fuzzy clustering, BPNN 

Dependencies among data and understanding 
dependency clustering 

Fuzzy logic by the progressive reduction of cognitive 
dessonance, SOM, GA 

Web personalization GA, Fuzzy rule based system 

Data summarization Fuzzy set theory, SOM, BPNN, 

Creation of Association rules Fuzzy acyclic directed graph, Fuzzy rule based system 

Difficulty in processing documents containing 
images 

Fuzzy logic, SOM 

Regression Neural network, neuro fuzzy computation 

Extra attribute handling K-nearest neighbour, GA 

Complexity of relationship owing to a large number 
of variables 

SVM, Decision Tree 

Time Consuming SOM 

Difficulty in managing huge dataset Genetic algorithm, SOM, SVM 

Reliability on the user to change cluster Genetic algorithm 

Table 3: Machine learning techniques and their solution as identified in Table 1 

  Obj1 Obj2 Obj3 Obj4 Obj5 

Abrahim (2007) √ - √ √ √ 

Aburomman (2016) √ √ - √ - 

Ashfaq (2016) √ √ - √ √ 

Aslahi (2015) √ √ √ √ - 

Bankovic (2007) √ √ √ √ - 

Chen (2005) √ √ - √ - 

Chung (2012) √ √ - √ √ 

Creech (2014) √ √ - √ √ 

Damopoulos (2012) √ √ - √ √ 

De (2015) √ √ - √ √ 

Elbasiony (2013) √ √ - √ √ 

Elhag (2014) √ √ - √ √ 

Feng (2014) √ √ √ √ √ 

Fisch (2010) √ √ - √ √ 

Ganapathy (2012) √ √ √ √ √ 

Grediaga (2006) √ √ - √ √ 
Han (2005) √ √ √ √ - 
Hoang (2009) √ √ √ √ - 
Horng (2011) √ √ √ √ - 

Hu (2008) √ √ √ √ - 



Australasian Journal of Information Systems Chattopadhyay, Sen & Gupta 
2018, Vol 22, Research Article Meta-Analysis of Machine Learning Techniques 

  13 

  Obj1 Obj2 Obj3 Obj4 Obj5 

Hu (2014 ) √ √ - √ √ 

Jazzar (2008) √ √ - √ √ 

Jiang (2009) √ √ - √ - 

Jiang (2006) √ √ √ √ - 

Khan (2007) √ √ - √ - 

Kim (2014) √ √ √ √ - 

Kuang (2014) √ √ √ √ - 

Kumar (2015) √ √ - √ √ 

Kumar (2013) √ √ - √ √ 

Lei (2012) √ √ - √ √ 

Li (2009) √ √ √ √ - 

Liao (2009) √ √ - √ √ 

Luo (2014) √ √ - √ - 

Mabu (2011) √ √ - √ - 

Mitrokotsa (2005) √ √ - √ - 

Njogu (2013) √ √ √ √ - 

Orfila (2009) √ √ - √ - 

Özyer (2007) √ √ - √ - 

Pinzón (2013) √ √ - √ √ 

Powers (2008) √ √ - √ - 

Ramasubramanian (2006) √ √ √ √ √ 

Revathi (2014) √ √ - √ - 

Sangkatsanee (2011) √ √ - √ √ 

Sani (2015) √ √ - √ - 

Shamshirband (2014) √ √ - √ √ 

Sheikhan (2014) √ √ - √ √ 

Shon (2007) √ √ - √ √ 

Sindhu (2012) √ √ - √ - 

Stopel (2009) √ √ - √ - 

Subbulakshmi (2010) √ √ - √ √ 

Tajbakhsh (2009) √ √ √ √ - 

Tong (2009) √ √ - √ - 

Toosi (2007) √ √ - √ - 

Tsang (2007) √ √ - √ - 

Wang (2010) √ √ - √ - 

Peddabachigari (2007) √ √ - √ - 

Yin (2005) √ √ - - - 

Zanero (2005) √ √ - - - 

Zhang (2005) √ √ - - - 

Zhang (2007) √ √ √ √ - 

Table 4: Comparison of different work according to our taxonomy 
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• Obj1: Efficient clustering and classification that is the machine should not be over trained and 
give bias result.  

• Obj2: Less human interaction 

• Obj3: Low computational and cost overhead 

• Obj4: Identification of new type of attack 

• Obj5: Robustness- Capability of handling large interrelated datasets and real type packets  

In Table 4 we map our objectives (Obj1 to Obj5) with the existing articles and we conclude that 
though most of the articles fulfil requirements of Obj1, Obj2 and Obj4, they are unable to meet 
the requirements of Obj3 and Obj5. As already pointed out that real time data are interrelated 
and demands special mechanism for segregation and this calls for special attention. We can 
observe that machine learning techniques with their self-learning or supervisory mode are 
able to detect most of the attacks and have provided very good detection and accuracy rate. 
However, these metrics alone do not consider the hostility of the environmental condition. For 
this reason, certain other metrics such as cost and sensitivity need to be taken into 
consideration. If the environmental condition is not taken into consideration, detection of new 
types of attack will be a difficult task. Moreover, reliability on KDD dataset is also not a good 
solution to judge the efficacy of the system regarding detection of attacks. The KDD dataset 
contains redundant records and has laid less stress on U2R and R2L attacks. In most of the 
training experiments, these attacks are likely to be missed, as the number of rows is less as 
compared to other types of attacks. Moreover, 75% to 78% of the records are duplicate. Based 
on the training of KDD dataset, the new dynamic real time attack may not be handled by the 
system. There is still requirement for a unified architecture or technique, which will provide a 
platform to identify real time attack, and also a standardized solution in handling wired and 
wireless attack, as shown in Table 5. It is evident from Table 5 that different environmental 
conditions favour different techniques.  

 
Area of 

observation 
Detail observation Concluding remark 

Percentage of total 
analyzed literature 

SOM and SVM covers 13% and 18% 
respectively. Fuzzy and GA covers  14% 
and 19% respectively while Perceptron 
covers 17% 

According to our survey GA,Perceptron  
and SVM are most popular tool.  

Most Common 
Approach 

Fuzzy rule based system with GA covers 
nearly 11% of analyzed literature 

Genetic Algorithm used on knowledge 
base dataset containing fuzzy rule are 
popular techniques used for feature 
selection. 

Most common 
performance 
metrics  

Accuracy and detection rate. Detection 
rate covers 49% of analyzed data, 
Accuracy covers 28% of analyzed data 

Detection is given more importance than 
analysis during performance evaluation 

Table 5: Observation based on machine learning techniques approach in intrusion detection 

Current trends in network involves distributed computing with increasing demand for cloud 
computing (i.e. more involvement of internet) (Kumar et al., 2010). In addition, ad-hoc and 
sensor networks have indicated possibility of new type of attacks. The performance of most of 
the above mentioned techniques in dealing with intrusion in cloud platform or determining 
black hole attack in sensor networks is questionable. Intrusion detection fails to determine the 
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attacks at different levels of architecture of a cloud. Meanwhile as stated by Modi et al (2013), 
internal attacks are also increasing. There is a lack of suitable mechanism to handle them.   

Sensor networks on the other hand are more sensitive to attack. Mobile nodes with poor inbuilt 
security mechanism are easy to capture via wired networks. An attacker can listen to traffic, 
modify the traffic or can act as one of the legitimate users. As there is no such central 
architecture which can help in intrusion detection, proper cryptography via public or private 
key is difficult to implement in mobile adhoc or sensor network. Our article has identified the 
impact of machine learning on intruded packets and at the same time has identified the issue 
of security concern that are left to be handled when dealing with  real time data, sensitive data 
in mobile phones and sensor networks. 

6 Conclusion  

This study provides an insight into the progress of research on intrusion detection based on 
machine learning techniques. It has discussed the most popular machine learning techniques, 
and their advantages and disadvantages. As machine learning techniques are extensively used 
with soft computing techniques we have been analysed them separately. This review 
graphically provides a clear indication of the overall picture of research in the field of intrusion 
detection with changing usage pattern, in terms of popular performance metrics and most 
widely used techniques and datasets. Most of the techniques perform well with KDD. Fuzzy 
logic techniques perform well with real time datasets. The study also revealed that machine 
learnings approaches applied to intrusion detection are quite successful except in the matter 
of fulfilling the objectives of low computational and cost overheads and robustness (capability 
of handling large interrelated datasets and real type packets). Therefore, the future research 
may be directed towards those machine learning tools that will achieve both of these objectives 
(i.e. low computational cost and robustness). More obvious gap is the labelled data application 
like KDD dataset on which majority of the techniques are applied and it would be more worthy 
if intrusion data is collected and labelled partially. As the machine learning techniques require 
training and testing data so they can be trained using partial labelled dataset for the known 
attack and tested on unknown data for measuring performance. Therefore, the promising 
techniques may be further tested on these new data set for developing effective and efficient 
intrusion detection system for breakthrough performance.  

Moreover since majority of the results are based on KDD dataset, approximation of the actual 
performance of the intrusion detection system on real time data is difficult to evaluate. The 
effectiveness of these techniques on real time data and effective performance metrics used for 
their evaluation is an open area for the future researchers.  
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